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01 - Plan and Manage an Azure Cognitive Services Solution

QUESTION 1

You build a custom Form Recognizer model.
You receive sample files to use for training the model as shown in the following table.

Name Type Size
Filel PDF 20 MB
File2 MP4 100 MB
File3 JPG 20 MB
File4 PDF 100 MB
File5 GIF 1 MB
File6 JPG 40 MB

Which three files can you use to train the model? Each correct answer presents a complete solution. (Choose three.)
NOTE: Each correct selection is worth one point.

Filel
File2
File3
Filed
File5
File6

mmoo®

Correct Answer: A, B, F
Section:
Explanation:

QUESTION 2

A customer uses Azure Cognitive Search.

The customer plans to enable a server-side encryption and use customer-managed keys (CMK) stored in Azure. What are three implications of the planned change? Each correct answer presents a complete solution.
NOTE: Each correct selection is worth one point.

The index size will increase.

Query times will increase.

A self-signed X.509 certificate is required.
The index size will decrease.

Query times will decrease.

Mmoo ® P

Azure Key Vault is required.

Correct Answer: A, B, E

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/search/search-security-overview
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QUESTION 3
HOTSPOT

You need to create a new resource that will be used to perform sentiment analysis and optical character recognition (OCR). The solution must meet the following requirements:
Use a single key and endpoint to access multiple services.

Consolidate billing for future services that you might use.

Support the use of Computer Vision in the future.

How should you complete the HTTP request to create the new resource? To answer, select the appropriate options in the answer area.
NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area

| https://management.azure.com/subscriptions/xXXXXXXXK-XXXX-

PATCH
POST
PUT

XXXK-XXXX—
HERHEERRAEHE/resourceGroups/RGl /providers/Microsoft.CognitiveServices/
accounts/C817Zapi—-version=2017-04-18
{
"location™: "West US",

llkindl‘l 4 L] .v "f

CognitiveServices
ComputerVision
TextAnalytics

"Sku": {
Ilnamell: I'ISGI'I

}e
"properties": {1},
"identity": {

"type": "SystemAssigned"

Answer Area:
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Answer Area

W https://management.azure.com/subscriptions/XXXXXXXX-XXXX~-

FPATCH
POST

XXXK-XXKX-
XXXHAXXXXXXXX/resourceGroups/RGl/providers/Microsoft.CognitiveServices/
accounts/C81 Zapi-version=2017-04-18

{

"location™: "West US"™,
llkindll: Ll v 'FI‘I

ComputerVision
TextAnalytics

Mska": {

Ilnamell: I'ISGI'I

} s
"oroperties"™: {},
"identity™: {

"type": "SystemAssigned"

}

Section:

Explanation:

Box 1: PUT

Sample Request: PUT https://management.azure.com/subscriptions/00000000-0000-0000-0000-000000000000/resourceGroups/test-rg/providers/Microsoft.DeviceUpdate/accounts/contoso?api-version=2020-03-01-
preview

Incorrect Answers:

PATCH is for updates.

Box 2: CognitiveServices

Microsoft Azure Cognitive Services provide us to use its pre-trained models for various Business Problems related to Machine Learning.
List of Different Services are:

Decision

Language (includes sentiment analysis)

Speech

Vision (includes OCR)

Web Search

Reference:

https://docs.microsoft.com/en-us/rest/api/deviceupdate/resourcemanager/accounts/create
https://www.analyticsvidhya.com/blog/2020/12/microsoft-azure-cognitive-services-api-for-ai-development/

QUESTION 4
DRAG DROP
You plan to use containerized versions of the Anomaly Detector APl on local devices for testing and in on-premises datacenters.
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You need to ensure that the containerized deployments meet the following requirements:

Prevent billing and APl information from being stored in the command-line histories of the devices that run the container. Control access to the container images by using Azure role-based access control (Azure RBAC).
Which four actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order. (Choose four.)

NOTE: More than one order of answer choices is correct. You will receive credit for any of the correct orders you select.

Select and Place:

Actions Answer Area

Create a custom Dockerfile.
Pull the Anomaly Detector container image.

Distribute a docker run script.

Push the image to an Azure container registry.
Build the image.

Push the image to Docker Hub.

Correct Answer:

Actions Answer Area

Pull the Anomaly Detector container image.

Create a custom Dockerfile.
Push the image to an Azure container registry.

Distribute a docker run script.
Build the image.

Push the image to Docker Hub.

Section:

Explanation:

Step 1: Pull the Anomaly Detector container image.

Step 2: Create a custom Dockerfile

Step 3: Push the image to an Azure container registry.

To push an image to an Azure Container registry, you must first have an image.

Step 4: Distribute the docker run script

Use the docker run command to run the containers.

Reference:
https://docs.microsoft.com/en-us/azure/container-registry/container-registry-intro

QUESTION 5
HOTSPOT
You plan to deploy a containerized version of an Azure Cognitive Services service that will be used for text analysis.

You configure https://contoso.cognitiveservices.azure.com as the endpoint URI for the service, and you pull the latest version of the Text Analytics Sentiment Analysis container.
You need to run the container on an Azure virtual machine by using Docker.

How should you complete the command? To answer, select the appropriate options in the answer area.

NOTE: Each correct selection is worth one point.

Hot Area:
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Answer Area

docker run --rm -it -p 5000:5000 --memory 8g --cpus 1 \
lw

http://contoso.blob.core.windows.net
https://contoso.cognitiveservices.azure.com
mcr.microsoft.com/azure-cognitive-services/textanalytics/keyphrase
mcr.microsoft.com/azure-cognitive-services/textanalytics/sentiment

Eula=accept \
Billing= v o\

http://contoso.blob.core.windows.net
http=s://contoso.cognitiveservices.azure.com
mcr.microsoft.com/azure-cognitive-services/textanalytics/keyphrase
mcr.microsoft.com/azure-cognitive-services/textanalytics/sentiment

ApiKey=XXXXXXXXXXXXXXXXXXX

Answer Area:
Answer Area
docker run --rm -it -p 5000:5000 --memory 8g --cpus 1 \
lw \
http://contoso.blob.core.windows.net
https://contoso.cognitiveservices.azure.com
mcr.microsoft.com/azure-cognitive-services/textanalytics/keyphrase
ncr.microsoft.com/azure-cognitive-services,/textanalytics/sentiment T
Eula=accept \
Billing= [w! \
http://contoso.blob.core.windows.net
https://contoso.cognitiveservices.azure.com

mcr.microsoft.com/azure-cognitive-services/textanalytics/keyphrase
mcr.microsoft.com/azure-cognitive-services/textanalytics/sentiment

ApiKey=xXXXXXXAXXXXRAXXKRX

Section:

Explanation:

Box 1: mcr.microsoft.com/azure-cognitive-services/textanalytics/sentiment

To run the Sentiment Analysis v3 container, execute the following docker run command.

docker run --rm -it -p 5000:5000 --memory 8g --cpus 1\

mcr.microsoft.com/azure-cognitive-services/textanalytics/sentiment \

Eula=accept \

Billing={ENDPOINT_URI}\

ApiKey={API_KEY} is the endpoint for accessing the Text Analytics API. https://<your-custom-subdomain>.cognitiveservices.azure.com

IT Certification Exams - Questions & Answers | VCEplus.io


https://<your-custom-subdomain>.cognitiveservices.azure.com
https://<your-custom-subdomain>.cognitiveservices.azure.com
https://<your-custom-subdomain>.cognitiveservices.azure.com
https://<your-custom-subdomain>.cognitiveservices.azure.com
https://<your-custom-subdomain>.cognitiveservices.azure.com
https://vceplus.io
https://vceplus.io
https://vceplus.io/
https://vceplus.io

Box 2: https://contoso.cognitiveservices.azure.com

{ENDPOINT_URI} is the endpoint for accessing the Text Analytics API: https://<your-custom-subdomain>.cognitiveservices.a The endpoint for accessing the Text Analytics API. zure.com
Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/text-analytics/how-tos/text-analytics-how-to-install-containers?tabs=sentiment

QUESTION 6

HOTSPOT

You are developing a streaming Speech to Text solution that will use the Speech SDK and MP3 encoding.
You need to develop a method to convert speech to text for streaming MP3 data.

How should you complete the code? To answer, select the appropriate options in the answer area.
NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area

var sudioformat = ¥  (AudioStreamContainerFormat.MP3);
AudioConfig. SetProperty
AudioStreamFormat GetCompressedFormat
AudioStreamFormat. GetWaveFormatPCM
PullAudiolnputStream

var speachConfig = SpeachConfig.FromSubscription{"18c51a87-3869-47aB-a2dc-a54745F708a1%, “westuz™);

var audiofonfig = AudioConfig.FromStreamInput(pushStream, audioFormat);

using (var recognizer = féw ¥  (speechConfig, audioCenfig))
KeywordRecognizer
SpeakerRecognizer
SpeechRecognizer
SpeechSynthesizer

i
var result = await recognizer.RecognizeOnceAsync();

var text = result.Text;

}

Answer Area:
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Answer Area

var audioFormat = ¥  {(AudioStreamContainerFormat.MP3);

AudioConfig. SetProperty

i r=tirea —f = TR e

AudioStreamFormat. GetWaveFormatFCM
PullAudiolnputStream

var speechConfig = SpeechConfig.FromSubscription{™18c51a87-3869-47a8-aedc-054745F708a1", "westus™);

var audiofonfig = AudioConfig.FromStreamInput(pushStream, audioFormat);

using (var recognizer = neéw ¥  (speeschConfig, audioCenfig))
KeywordRecognizer
SpeakerRecognizer

| SpeechSynthesizer |

var result = await recognizer.RecognizeOnceAsync();

var text = result.Text;

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/speech-service/how-to-use-codec-compressed-audio-input-streams?tabs=debian&pivots=programming-language-csharp

QUESTION 7

HOTSPOT

You are developing an internet-based training solution for remote learners.

Your company identifies that during the training, some learners leave their desk for long periods or become distracted.

You need to use a video and audio feed from each learner’s computer to detect whether the learner is present and paying attention. The solution must minimize development effort and identify each learner.
Which Azure Cognitive Services service should you use for each requirement? To answer, select the appropriate options in the answer area.

NOTE: Each correct selection is worth one point.

Hot Area:
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Answer Area

From a learner’s video feed, verify whether the learner

IS present: L 4
Face
Speech
Text Analytics
From a learner’s facial expression in the video feed,
verify whether the learner is paying attention: v
Face
Speech
Text Analytics
From a learner’s audio feed, detect whether the
learner is talking: -
Face
Speech
Text Analytics

Answer Area:
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Answer Area

From a learner’s video feed, verify whether the learner

IS present: v
Speech
Text Analytics
From a learner’s facial expression in the video feed,
verify whether the learner is paying attention: v
peech
Text Analytics
From a learner’s audio feed, detect whether the
learner is talking: ks
Face
Speech
Text Analytics

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/what-are-cognitive-services

QUESTION 8

Note: This question is part of a series of questions that present the same scenario. Each question in the series contains a unique solution that might meet the stated goals. Some question sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question in this section, you will NOT be able to return to it. As a result, these questions will not appear in the review screen.

You have an Azure Cognitive Search service.

During the past 12 months, query volume steadily increased.

You discover that some search query requests to the Cognitive Search service are being throttled.

You need to reduce the likelihood that search query requests are throttled.

Solution: You migrate to a Cognitive Search service that uses a higher tier.

Does this meet the goal?

A. Yes
B. No

Correct Answer: A

Section:

Explanation:

A simple fix to most throttling issues is to throw more resources at the search service (typically replicas for query-based throttling, or partitions for indexing-based throttling). However, increasing replicas or partitions adds
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cost, which is why it is important to know the reason why throttling is occurring at all.
Reference:
https://docs.microsoft.com/en-us/azure/search/search-performance-analysis

QUESTION 9

DRAG DROP

You need to develop an automated call handling system that can respond to callers in their own language. The system will support only French and English.

Which Azure Cognitive Services service should you use to meet each requirement? To answer, drag the appropriate services to the correct requirements. Each service may be used once, more than once, or not at all. You may
need to drag the split bat between panes or scroll to view content.

NOTE: Each correct selection is worth one point.

Select and Place:
Services Answer Area

Speaker Recognition

Speechto Text
Detect the incoming language
Text Analytics
Respond in the callers’ own language:
Text to Speech
Translator

Correct Answer:
Services Answer Area

Speaker Recognition

Speech to Text
DEIEEI thE inEDmlﬂg |aﬂ{.]uage T.E.xt Anajnﬂ.cg
Respond in the callers’ own language: Translator
Text to Speech
Section:
Explanation:

Box 1: Text Analytics

The Language Detection feature of the Azure Text Analytics REST API evaluates text input for each document and returns language identifiers with a score that indicates the strength of the analysis.

Incorrect Answers:

Speaker Recognition which accurately verifies and identifies speakers by their unique voice characteristics.

Box 2: Translator

Translator is a cloud-based neural machine translation service that is part of the Azure Cognitive Services family of REST APIs. Translator can be used with any operating system and powers many Microsoft products and
services used by thousands of businesses worldwide to perform language translation and other language-related operations.

Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/text-analytics/how-tos/text-analytics-how-to-language-detection

https://docs.microsoft.com/en-us/azure/cognitive-services/translator/translator-overview
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QUESTION 10
You are developing a new sales system that will process the video and text from a public-facing website. You plan to notify users that their data has been processed by the sales system.
Which responsible Al principle does this help meet?

transparency
fairness
inclusiveness

OO0 w®

reliability and safety

Correct Answer: D

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/strateqy/responsible-ai

QUESTION 11

Note: This question-is part of a series of questions that present the same scenario. Each question-in the series contains a unique solution that might meet the stated goals. Some question-sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question-in this section, you will NOT be able to return to it As a result, these questions will notappear in the review screen. You create a web app named app1 that runs on an Azure virtual machine named
vm1l. Vm1is on an Azure virtual network named vnetl. You plan to create a new Azure Cognitive Search service named service!

You need to ensure that app1 can connect directlyto servicel without routing traffic over the public internet. Solution: You deploy servicel and a public endpoint to a new virtual network, and you configure Azure Private Link.
Does this meet the goal?

A. Yes
B. No

Correct Answer: B

Section:

Explanation:

The Azure Private Link should use a private endpoint, not a public endpoint.

Private Link service can be accessed from approved private endpoints in any public region.
Reference:

https://docs.microsoft.com/en-us/azure/private-link/private-link-overview

QUESTION 12

Note: This question-is part of a series of questions that present the same scenario. Each question-in the series contains a unique solution that might meet the stated goals. Some question-sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question-in this section, you will NOT be able to return to it As a result, these questions will notappear in the review screen. You create a web app named app1l that runs on an Azure virtual machine named
vm1l. Vm1is on an Azure virtual network named vnetl. You plan to create a new Azure Cognitive Search service named servicel.

You need to ensure that app1 can connect directlyto servicel without routing traffic over the public internet. Solution: You deploy servicel and a public endpoint, and you configure an IP firewall rule.

Does this meet the goal?

A. Yes
B. No

Correct Answer: B

Section:

Explanation:

E xp | an atio n/Ref e re n ce:
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Reference:
https://docs.microsoft.com/en-us/azure/private-link/private-link-overview

QUESTION 13

You need to build a chatbot that meets the following requirements:
Supports chit-chat, knowledge base, and multilingual models
Performs sentiment analysis on user messages

Selects the best language model automatically

What should you integrate into the chatbot?

QnA Maker, Language Understanding, and Dispatch
Translator, Speech, and Dispatch
Language Understanding, Text Analytics, and QnA Maker

o0 ® >

Text Analytics, Translator, and Dispatch

Correct Answer: C

Section:

Explanation:

Language Understanding: An Al service that allows users to interact with your applications, bots, and loT devices by using natural language.

QnA Maker is a cloud-based Natural Language Processing (NLP) service that allows you to create a natural conversational layer over your data. It is used to find the most appropriate answer for any input from your custom
knowledge base (KB) of information.

Text Analytics: Mine insights in unstructured text using natural language processing (NLP)—no machine learning expertise required. Gain a deeper understanding of customer opinions with sentiment analysis. The Language
Detection feature of the Azure Text Analytics REST APl evaluates text input

Incorrect Answers:

A, B, D: Dispatch uses sample utterances for each of your bot’s different tasks (LUIS, QnA Maker, or custom), and builds a model that can be used to properly route your user’s request to the right task, even across multiple
bots.

Reference:

https://azure.microsoft.com/en-us/services/cognitive-services/text-analytics/

https://docs.microsoft.com/en-us/azure/cognitive-services/qnamaker/overview/overview

QUESTION 14
Your company wants to reduce how long it takes for employees to log receipts in expense reports. All the receipts are in English. You need to extract top-level information from the receipts, such as the vendor and the
transaction total. The solution must minimize development effort. Which Azure Cognitive Services service should you use?

Custom Vision
Personalizer

Form Recognizer

o0 ®p

Computer Vision

Correct Answer: C

Section:

Explanation:

Azure Form Recognizer is a cognitive service that lets you build automated data processing software using machine learning technology. Identify and extract text, key/value pairs, selection marks, tables, and structure from
your documents —the service outputs structured data that includes the relationships in the original file, bounding boxes, confidence and more.

Form Recognizer is composed of custom document processing models, prebuilt models for invoices, receipts, IDs and business cards, and the layout model.

Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/form-recognizer

QUESTION 15
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You are developing a new sales system that will process the video and text from a public-facing website.

You plan to monitor the sales system to ensure that it provides equitable results regardless of the user's location or background.

Which two responsible Al principles provide guidance to meet the monitoring requirements? Each correct answer presents part of the solution. (Choose two.)
NOTE: Each correct selection is worth one point.

transparency
fairness
inclusiveness
reliability and safety

moo®

privacy and security

Correct Answer: B, D

Section:

Explanation:

Al systems should treat all people fairly.

Al systems should perform reliably and safely.

Reference:
https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/strategy/responsible-ai

QUESTION 16
You have the following C# method for creating Azure Cognitive Services resources programmatically.
static volid create resource(CognitiveServicesManagementClient client, string
resource name, st rInq kind, string account_tier, string location)
{
CognitiveServicesAccount parameters =
new CognitiveServicesAccount {null, null, kind, location, resource name,
new CognitiveServicesAccountProperties(), new Sku(account tier)): N
var result = client.Accounts.Create | resgource group name: account tier,
parameters) ; '
}
You need to call the method to create a free Azure resource in the West US Azure region. The resource will be used to generate captions of images automatically.
Which code should you use?

create_resource(client, "res1", "ComputerVision", "F0", "westus")

A
B. create_resource(client, "res1", "CustomVision.Prediction", "F0", "westus")
C. create_resource(client, "res1", "ComputerVision", "S0", "westus")

D

create_resource(client, "res1", "CustomVision.Prediction", "S0", "westus")

Correct Answer: B

Section:

Explanation:

Many of the Cognitive Services have a free tier you can use to try the service. To use the free tier, use FO as the SKU for your resource. There are two tiers of keys for the Custom Vision service. You can sign up for a FO (free) or
SO (standard) subscription through the Azure portal.

Incorrect Answers:

A: There is no free tier (FO) for ComputerVision.

Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/cognitive-services-apis-create-account-client-library?pivots=programming-language-csharp
https://docs.microsoft.com/en-us/azure/cognitive-services/custom-vision-service/limits-and-quotas

QUESTION 17
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You successfully run the following HTTP request.

POST https://management.azure.com/subscriptions/18c51a87-3a69-47a8-aedc-a54745f708al/resourceGroups/RG1/providers/Microsoft.CognitiveServices/accounts/contosol/regenerateKey? api-version=2017-04-18
Body{"keyName": "Key2"}

What is the result of the request?

A key for Azure Cognitive Services was generated in Azure Key Vault.
A new query key was generated.
The primary subscription key and the secondary subscription key were rotated.

o0 ®p

The secondary subscription key was reset.

Correct Answer: B

Section:

Explanation:
https://docs.microsoft.com/en-us/rest/api/searchmanagement/2021-04-01-preview/query- keys/create

QUESTION 18

Note: This question-is part of a series of questions that present the same scenario. Each question-in the series contains a unique solution that might meet the stated goals. Some question-sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question-in this section, you will NOT be able to return to it As a result, these questions will notappear in the review screen. You create a web app named app1 that runs on an Azure virtual machine named
vm1l. Vm1is on an Azure virtual network named vnetl. You plan to create a new Azure Cognitive Search service named servicel.

You need to ensure that appl can connect directlyto servicel without routing traffic over the public internet. Solution: You deploy servicel and a public endpoint, and you configure a network security group (NSG) for vnetl.
Does this meet the goal?

A. Yes
B. No

Correct Answer: B

Section:

Explanation:

E xp | an ati o n/Ref e re n ce:

Reference:
https://docs.microsoft.com/en-us/azure/private-link/private-link-overview

QUESTION 19

You plan to perform predictive maintenance.

You collect loT sensor data from 100 industrial machines for a year. Each machine has 50 different sensors that generate data at one-minute intervals. In total, you have 5,000 time series datasets. You need to identify unusual
values in each time series to help predict machinery failures.

Which Azure Cognitive Services service should you use?

Anomaly Detector
Cognitive Search

Form Recognizer

o0 ®p

Custom Vision

Correct Answer: A

Section:

Explanation:

E xp | an ati o n/Ref e re n ce:
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QUESTION 20

You plan to provision a QnA Maker service in a new resource group named RG1.

In RG1, you create an App Service plan named AP1.

Which two Azure resources are automatically created in RG1 when you provision the QnA Maker service? Each correct answer presents part of the solution. NOTE: Each correct selection is worth one point.

Language Understanding
Azure SQL Database
Azure Storage

Azure Cognitive Search

moo®

Azure App Service

Correct Answer: D, E

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/qnamaker/how-to/set-up-gnamaker-service-azure?tabs=vi#tdelete-azure-resources

QUESTION 21

You are building a language model by using a Language Understanding service.
You create a new Language Understanding resource.

You need to add more contributors.

What should you use?

A. a conditional access policy in Azure Active Directory (Azure AD)
B. the Access control (IAM) page for the authoring resources in the Azure portal
C. the Access control (IAM) page for the prediction resources in the Azure portal

Correct Answer: B

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/luis/luis-how-to-collaborate

QUESTION 22

DRAG DROP

You have 100 chatbots that each has its own Language Understanding model.

Frequently, you must add the same phrases to each model.

You need to programmatically update the Language Understanding models to include the new phrases.

How should you complete the code? To answer, drag the appropriate values to the correct targets. Each value may be used once, more than once, or not at all. You may need to drag the split bar between panes or scroll to
view content.

NOTE: Each correct selection is worth one point.

Select and Place:
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Values Answer Area

|AddEhraseListhsync var phraselistid = await client.Features.
I_Phraael_ii‘t . | {appld, versionlId, new
|Phraselisttreateobject {

[Phrases - ] EnabledForAllModels = false,

e e — 1 IsExchangeable = true,
SavePhraselistAsync 2 W

| : Y ] Name = "PL1",

LquoadPthSELlaﬁﬁ?gnE_“ Phrases = "iteml,item2,item3,itemd,items5"

)i
Correct Answer:

Values Answer Area

var phraselistId = await client.Features. | AddPhraselListAsync

'[:P"hraael_i:s_t_ (appId, versionld, new |PhraselistCreateObject |

{

|Phra5es EnabledForAllModels = false,

e P — 1 IsExchangeable = true,

| SavePhraselistAsync _ Name = "PL1",

LQEIOndPthSELthHSFnC Phrases = "iteml,itemZ,item3,itemd,item5"

E):

Section:

Explanation:

Box 1: AddPhraselListAsync

Example: Add phraselist feature

var phraselistld = await client.Features.AddPhraseListAsync(appld, versionld, new PhraselistCreateObject {
EnabledForAllModels = false,

IsExchangeable = true,

Name = "QuantityPhraselist",

Phrases = "few,more,extra"

1,

Box 2: PhraselistCreateObject

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/luis/client-libraries-rest-api

QUESTION 23

DRAG DROP

You plan to use a Language Understanding application named app1 that is deployed to a container.
App1l was developed by using a Language Understanding authoring resource named lul.

App1 has the versions shown in the following table.

Version Trained date Published date
V12 None None
Vil 2020-10-01 None
V1.0 2020-09-01 2020-02-15

You need to create a container that uses the latest deployable version of app1.
Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order. (Choose three.)

Select and Place:
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Actions Answer Area

Run a container that has version
set as an environment variable.

Export the model by using the
Export as JSON option.

Select v1.1 of appl.

Run a container and mount the
model file.

Select v1.0 of appl.

Export the model by using the
Export for containers (GZIP) option.

Select v1.2 of appl.

Correct Answer:
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Actions Answer Area

Run a container that has version Export the model by using the
set as an environment variable. Export for containers (GZIP) option.
Export the model by using the
Export as JSON option. Select v1.1 of appl.
Run a container and mount the
. model file.
Select v1.0 of appl.

Select v1.2 of appl.

Section:

Explanation:

Step 1: Export the model using the Export for containers (GZIP) option.
Export versioned app's package from LUIS portal

The versioned app's package is available from the Versions list page.
. Sign on to the LUIS portal.

. Select the app in the list.

. Select Manage in the app's navigation bar.

. Select Versions in the left navigation bar.

. Select the checkbox to the left of the version name in the list.

. Select the Export item from the contextual toolbar above the list.
. Select Export for container (GZIP).

. The package is downloaded from the browser.

Versions

& Rename [ Clone| < Et;mr'.l All &

Export as JSON
Version name Created Last modified ~

Export for container (GZIP)
B4 01 (Active & Product 5/3/18 5/3/18 9/6/18

oOoNOUL b WNPR

Step 2: Select v1.1 of appl.
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A trained or published app packaged as a mounted input to the container with its associated App ID. Step 3: Run a contain and mount the model file.
Run the container, with the required input mount and billing settings.

Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/luis/luis-container-howto

QUESTION 24

You have receipts that are accessible from a URL.

You need to extract data from the receipts by using Form Recognizer and the SDK. The solution must use a prebuilt model.
Which client and method should you use?

. the FormRecognizerClient client and the StartRecognizeContentFromUri method

A

B. the FormTrainingClient client and the StartRecognizeContentFromUri method

C. the FormRecognizerClient client and the StartRecognizeReceiptsFromUri method
D

. the FormTrainingClient client and the StartRecognizeReceiptsFromUri method

Correct Answer: D

Section:

Explanation:

To analyze receipts from a URL, use the StartRecognizeReceiptsFromUri method

Example code:

private static async Task AnalyzeReceipt(

FormRecognizerClient recognizerClient, string receiptUri)

{

RecognizedFormCollection receipts = await recognizerClient.StartRecognizeReceiptsFromUri(new Uri(receiptUrl)).WaitForCompletionAsync();
Reference:
https://docs.microsoft.com/en-us/azure/applied-ai-services/form-recognizer/quickstarts/client-library

QUESTION 25

You have a collection of 50,000 scanned documents that contain text.

You plan to make the text available through Azure Cognitive Search.

You need to configure an enrichment pipeline to perform optical character recognition (OCR) and text analytics. The solution must minimize costs.
What should you attach to the skillset?

a new Computer Vision resource
a free (Limited enrichments) Cognitive Services resource

an Azure Machine Learning pipeline

OO0 ® P

a new Cognitive Services resource that uses the SO pricing tier

Correct Answer: A

Section:

Explanation:

The Computer Vision APl uses text recognition APIs to extract and recognize text information from images. Read uses the latest recognition models, and is optimized for large, text-heavy documents and noisy images.
Reference:

https://docs.microsoft.com/en-us/azure/architecture/solution-ideas/articles/cognitive-search-with-skillsets

QUESTION 26
Note: This question is part of a series of questions that present the same scenario. Each question in the series contains a unique solution that might meet the stated goals. Some question sets might have more than one

correct solution, while others might not have a correct solution.
After you answer a question in this section, you will NOT be able to return to it. As a result, these questions will not appear in the review screen.
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You have an Azure Cognitive Search service.

During the past 12 months, query volume steadily increased.

You discover that some search query requests to the Cognitive Search service are being throttled.
You need to reduce the likelihood that search query requests are throttled.

Solution: You add indexes.

Does this meet the goal?

A. Yes
B. No

Correct Answer: B

Section:

Explanation:

Instead, you could migrate to a Cognitive Search service that uses a higher tier.

Note: A simple fix to most throttling issues is to throw more resources at the search service (typically replicas for query-based throttling, or partitions for indexing-based throttling). However, increasing replicas or partitions
adds cost, which is why it is important to know the reason why throttling is occurring at all.

Reference:

https://docs.microsoft.com/en-us/azure/search/search-performance-analysis

QUESTION 27

Note: This question is part of a series of questions that present the same scenario. Each question in the series contains a unique solution that might meet the stated goals. Some question sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question in this section, you will NOT be able to return to it. As a result, these questions will not appear in the review screen.

You have an Azure Cognitive Search service.

During the past 12 months, query volume steadily increased.

You discover that some search query requests to the Cognitive Search service are being throttled.

You need to reduce the likelihood that search query requests are throttled.

Solution: You enable customer-managed key (CMK) encryption.

Does this meet the goal?

A. Yes
B. No

Correct Answer: B

Section:

Explanation:

Customer-managed key (CMK) encryption does not affect throttling.

Instead, you could migrate to a Cognitive Search service that uses a higher tier.

Note: A simple fix to most throttling issues is to throw more resources at the search service (typically replicas for query-based throttling, or partitions for indexing-based throttling). However, increasing replicas or partitions
adds cost, which is why it is important to know the reason why throttling is occurring at all.

Reference:

https://docs.microsoft.com/en-us/azure/search/search-performance-analysis

02 - Plan and Manage an Azure Cognitive Services Solution

Case study

This is a case study. Case studies are not timed separately. You can use as much exam time as you would like to complete each case. However, there may be additional case studies and sections on this exam. You must manage
your time to ensure that you are able to complete all questions included on this exam in the time provided.

To answer the questions included in a case study, you will need to reference information that is provided in the case study. Case studies might contain exhibits and other resources that provide more information about the
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scenario that is described in the case study. Each question is independent of the other questions in this case study.

At the end of this case study, a review screen will appear. This screen allows you to review your answers and to make changes before you move to the next section of the exam. After you begin a new section, you cannot
return to this section.

To start the case study

To display the first question in this case study, click the Next button. Use the buttons in the left pane to explore the content of the case study before you answer the questions. Clicking these buttons displays information such
as business requirements, existing environment, and problem statements. If the case study has an All Information tab, note that the information displayed is identical to the information displayed on the subsequent tabs.
When you are ready to answer a question, click the Question button to return to the question.

Overview

A company named Wide World Importers is developing an e-commerce platform.

You are working with a solutions architect to design and implement the features of the e-commerce platform. The platform will use microservices and a serverless environment built on Azure.

Wide World Importers has a customer base that includes English, Spanish, and Portuguese speakers.

Existing Environment

Applications
Wide World Importers has an App Service plan that contains the web apps shown in the following table.
| Name Description

An app used by employees to create and manage products, The app
and the expected inputs from the employees are in English.

An app used by employees to manage inventory when dispatching
orders, receiving refunds, and receiving consignments from suppliers.

Product Management

Inventory Tracking

Azure Resources

You have the following resources:

= An Azure Active Directory (Azure AD) tenant

An Azure Active Directory (Azure AD) tenant

- The tenant supports internal authentication.

- All employees belong to a group named AllUsers.

- Senior managers belong to a group named LeadershipTeam.

An Azure Functions resource

- A function app posts to Azure Event Grid when stock levels of a product change between OK, Low Stock, and Out of Stock. The function app uses the Azure Cosmos DB change feed. An Azure Cosmos DB account
- The account uses the Core (SQL) API.

- The account stores data for the Product Management app and the Inventory Tracking app.

= An Azure Storage account

An Azure Storage account

- The account contains blob containers for assets related to products.

- The assets include images, videos, and PDFs.

An Azure Cognitive Services resource named wwics

A Video Indexer resource named wwivi

Requirements

Business Goals

Wide World Importers wants to leverage Al technologies to differentiate itself from its competitors.
Planned Changes

Wide World Importers plans to start the following projects:

A product creation project: Help employees create accessible and multilingual product entries, while expediting product entry creation. A smart e-commerce project: Implement an Azure Cognitive Search solution to display products for
customers to browse. A shopping on-the-go project: Build a chatbot that can be integrated into smart speakers to support customers.
Business Requirements

Wide World Importers identifies the following business requirements for all the projects:

Provide a multilingual customer experience that supports English, Spanish, and Portuguese.
Whenever possible, scale based on transaction volumes to ensure consistent performance.
Minimize costs.

Governance and Security Requirements

Wide World Importers identifies the following governance and security requirements:

Data storage and processing must occur in datacenters located in the United States.

Azure Cognitive Services must be inaccessible directly from the internet.

Accessibility Requirements

Wide World Importers identifies the following accessibility requirements:
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All images must have relevant alt text.

All videos must have transcripts that are associated to the video and included in product descriptions. Product descriptions, transcripts, and alt text must be available in English, Spanish, and Portuguese.
Product Creation Requirements

Wide World Importers identifies the following requirements for improving the Product Management app:

Minimize how long it takes for employees to create products and add assets.

Remove the need for manual translations.

Smart E-Commerce Requirements

Wide World Importers identifies the following requirements for the smart e-commerce project:

Ensure that the Cognitive Search solution meets a Service Level Agreement (SLA) of 99.9% availability for searches and index writes. Provide users with the ability to search insight gained from the images, manuals, and videos associated with the
products. Support autocompletion and autosuggestion based on all product name variants.

Store all raw insight data that was generated, so the data can be processed later.

Update the stock level field in the product index immediately upon changes.

Update the product index hourly.

Shopping On-the-Go Requirements

Wide World Importers identifies the following requirements for the shopping on-the-go chatbot:

Answer common questions.

Support interactions in English, Spanish, and Portuguese.

Replace an existing FAQ process so that all Q&A is managed from a central location.

Provide all employees with the ability to edit Q&As. Only senior managers must be able to publish updates. Support purchases by providing information about relevant products to customers. Product displays must include images and warnings
when stock levels are low or out of stock.

Product JSON Sample

You have the following JSON sample for a product.
|

QUESTION 1

DRAG DROP

You are developing the smart e-commerce project.

You need to design the skillset to include the contents of PDFs in searches.

How should you complete the skillset design diagram? To answer, drag the appropriate services to the correct stages. Each service may be used once, more than once, or not at all. You may need to drag the split bar between
panes or scroll to view content.

NOTE: Each correct selection is worth one point.

Select and Place:
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Services Answer Area

' Source Cracking Preparation Destination
Azure Blob storage

Custom Vision API

Azure Files

| Language
Understanding API

Translator APl

| Computer Vision
API

Azure Cosmos DB

Correct Answer:
Services Answer Area

Source Cracking Preparation Destination
Azure Blob storage

Customn Vision API

Azure Files

| Language
Understanding API

Translator APl

| Computer Vision
API

Azure Cosmos DB

Section:

Explanation:

Box 1: Azure Blob storage

At the start of the pipeline, you have unstructured text or non-text content (such as images, scanned documents, or JPEG files). Data must exist in an Azure data storage service that can be accessed by an indexer.
Box 2: Computer Vision API

Scenario: Provide users with the ability to search insight gained from the images, manuals, and videos associated with the products.

The Computer Vision Read API is Azure's latest OCR technology (learn what's new) that extracts printed text (in several languages), handwritten text (English only), digits, and currency symbols from images and multi-page
PDF documents.

Box 3: Translator API

Scenario: Product descriptions, transcripts, and alt text must be available in English, Spanish, and Portuguese.
Box 4: Azure Files

Scenario: Store all raw insight data that was generated, so the data can be processed later.

Incorrect Answers:

The custom vision API from Microsoft Azure learns to recognize specific content in imagery and becomes smarter with training and time.
Reference:

https://docs.microsoft.com/en-us/azure/search/cognitive-search-concept-intro
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/overview-ocr
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03 - Plan and Manage an Azure Cognitive Services Solution

Case study

This is a case study. Case studies are not timed separately. You can use as much exam time as you would like to complete each case. However, there may be additional case studies and sections on this exam. You must manage
your time to ensure that you are able to complete all questions included on this exam in the time provided.

To answer the questions included in a case study, you will need to reference information that is provided in the case study. Case studies might contain exhibits and other resources that provide more information about the
scenario that is described in the case study. Each question is independent of the other questions in this case study. At the end of this case study, a review screen will appear. This screen allows you to review your answers and
to make changes before you move to the next section of the exam. After you begin a new section, you cannot return to this section.

To start the case study

To display the first question in this case study, click the Next button. Use the buttons in the left pane to explore the content of the case study before you answer the questions. Clicking these buttons displays information such
as business requirements, existing environment, and problem statements. If the case study has an All Information tab, note that the information displayed is identical to the information displayed on the subsequent tabs.
When you are ready to answer a question, click the Question button to return to the question. Overview

General Overview

Contoso, Ltd. is an international accounting company that has offices in France, Portugal, and the United Kingdom. Contoso has a professional services department that contains the roles shown in the following table.

Name Position Office ]

Accountant Manager United Kingdom, France, Portugal {

| Accountant Consultant | United Ki;gL!cm. France, Portugal =7

| Customer | Manager Unitec?!{ingdom 4 %
Service

| Customer Agent United Kingd-;:am ||
Service

__B-‘J:::kkeeper | Manager United Kingdom, France, Porfugil_ i

_Btlokkeeper” : L'E_nsuitaflt l_.':':i_ted i{ing_dcm, France, Eirtu_ga_l_ 4 . o A _l

Existing environment

Infrastructure

Contoso has the following subscriptions:

Azure

Microsoft 365

Microsoft Dynamics 365

Azure Active (Azure AD) Directory

Contoso has Azure Active Directory groups for securing role-based access. The company uses the following group naming conventions:
[Country]-[Level]-[Role]

[Level]-[Role]

Intellectual Property

Contoso has the intellectual property shown in the following table.
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-
| Contant ] Format | Language Cantent ] Damaln
| |
| | store |
| Weekly | Video | English Azure | Vid.contoso.con
| 1
| webinars | Blob |
|
]
storage
:- | ! > —
Blogs | Taxt | English, WordPress | Pi-blog.contoso.con
|
| [ | French, | Blog.contoso.com
: | Portuguese I Fr-blog.contoso.com
+ + - "
| Wikis | Text | English, Ature | nternal.contoso.comy/wiki
|
French Losmos (
| | Fortuguese
| —_— . §
| Monthly : Video Il_w_.'!i\.h SharePoint 4_'.r|l:|:;|~, r.sharepoint.com
| ¥
conference | | Onlir
| recoraing | |
k “ a + N . —
Frequently | Text | English SharePoint |L satoso.sharepoint.com
|
asked | ( Cnline
| Questions [ |
(FAQS) [ | I

Text-based content is provided only in one language and is not translated.

Requirements

Planned Projects

Contoso plans to develop the following:

A document processing workflow to extract information automatically from PDFs and images of financial documents A customer-support chatbot that will answer questions by using FAQs
A searchable knowledgebase of all the intellectual property

Technical Requirements

Contoso identifies the following technical requirements:

All content must be approved before being published.

All planned projects must support English, French, and Portuguese.

All content must be secured by using role-based access control (RBAC).

RBAC role assignments must use the principle of least privilege.

RBAC roles must be assigned only to Azure Active Directory groups.

Al solution responses must have a confidence score that is equal to or greater than 70 percent.

When the response confidence score of an Al response is lower than 70 percent the response must be improved by human input. Chatbot Requirements

Contoso identifies the following requirements for the chatbot:

Provide customers with answers to the FAQs.

Ensure that the customers can chat to a customer service agent.

Ensure that the members of a group named Management-Accountants can approve the FAQs.

Ensure that the members of a group named Consultant-Accountants can create and amend the FAQs.

Ensure that the members of a group named the Agent-CustomerServices can browse the FAQs.

Ensure that access to the customer service agents is managed by using Omnichannel for Customer Service. When the response confidence score is low, ensure that the chatbot can provide other response options to the customers. Document
Processing Requirements

Contoso identifies the following requirements for document processing:

The document processing solution must be able to process standardized financial documents that have the following characteristics: - Contain fewer than 20 pages.

- Be formatted as PDF or JPEG files.

- Have a distinct standard for each office.

The document processing solution must be able to extract tables and text from the financial documents. The document processing solution must be able to extract information from receipt images.
Members of a group named Management-Bookkeeper must define how to extract tables from the financial documents. Members of a group named Consultant-Bookkeeper must be able to process the financial documents. Knowledgebase
Requirements Contoso identifies the following requirements for the knowledgebase:

Supports searches for equivalent terms

Can transcribe jargon with high accuracy

Can search content in different formats, including video

Provides relevant links to external resources for further research

QUESTION 1
DRAG DROP
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You are developing a solution for the Management-Bookkeepers group to meet the document processing requirements. The solution must contain the following components:

A From Recognizer resource

An Azure web app that hosts the Form Recognizer sample labeling tool

The Management-Bookkeepers group needs to create a custom table extractor by using the sample labeling tool. Which three actions should the Management-Bookkeepers group perform in sequence? To answer, move the
appropriate cmdlets from the list of cmdlets to the answer area and arrange them in the correct order. Select and Place:

Select and Place:

Actions Answer Area

Train a custom model

Label the sample documents @

Create a new project and load sample documents

Create a composite model

Correct Answer:

Actions Answer Area

Create a new project and load sample documents

@ Label the sample documents

Train a custom model
Create a composite model

Section:

Explanation:

Step 1: Create a new project and load sample documents

Create a new project. Projects store your configurations and settings.

Step 2: Label the sample documents

When you create or open a project, the main tag editor window opens.

Step 3: Train a custom model. Finally, train a custom model.

Reference: https://docs.microsoft.com/en-us/azure/applied-ai-services/form-recognizer/label-tool

QUESTION 2
You are developing the knowledgebase.

You use Azure Video Analyzer for Media (previously Video indexer) to obtain transcripts of webinars. You need to ensure that the solution meets the knowledgebase requirements.
What should you do?

Create a custom language model
Configure audio indexing for videos only
Enable multi-language detection for videos

OO0 wp

Build a custom Person model for webinar presenters
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Correct Answer: B

Section:

Explanation:

Can search content in different formats, including video

Audio and video insights (multi-channels). When indexing by one channel, partial result for those models will be available. Keywords extraction: Extracts keywords from speech and visual text.
Named entities extraction: Extracts brands, locations, and people from speech and visual text via natural language processing (NLP).

Topic inference: Makes inference of main topics from transcripts. The 2nd-level IPTC taxonomy is included. Artifacts: Extracts rich set of "next level of details" artifacts for each of the models.
Sentiment analysis: Identifies positive, negative, and neutral sentiments from speech and visual text. Incorrect Answers:

C: Webinars Videos are in English.

Reference: https://docs.microsoft.com/en-us/azure/azure-video-analyzer/video-analyzer-for-media-docs/video-indexer-overview

01 - Implement Computer Vision Solutions

QUESTION 1

HOTSPOT

You develop a test method to verify the results retrieved from a call to the Computer Vision API. The call is used to analyze the existence of company logos in images. The call returns a collection of brands named brands.
You have the following code segment.

(var brand in brands)
y ¥ - | ™ % e e TR
if (brand.Confidence >= ,7T3)
Conaole . Wri f {lxea e i
. i - . oy [ Moo I - g B Bt i T e i g i - gy W -
reangle.y and {brand.Pectangle. W}, {brand.Rectangle.H |-

}
For each of the following statements, select Yes if the statement is true. Otherwise, select No.
NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area
Statements Yes No

The code will return the name of each detected brand with a
confidence equal to or higher than 75 percent.

The code will return coordinates for the top-left corner of the
rectangle that contains the brand logo of the displayed brands.

The code will return coordinates for the bottom-right corner of the
rectangle that contains the brand logo of the displayed brands.

Answer Area:
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Answer Area
Statements Yes No

The code will return the name of each detected brand with a
confidence equal to or higher than 75 percent.

The code will return coordinates for the top-left corner of the
rectangle that contains the brand logo of the displayed brands.

The code will return coordinates for the bottom-right corner of the
rectangle that contains the brand logo of the displayed brands.

Section:

Explanation:

Box 1: Yes

Box 2: Yes

Coordinates of a rectangle in the API refer to the top left corner.

Box 3: No

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-brand-detection

QUESTION 2
You are developing a method that uses the Computer Vision client library. The method will perform optical character recognition (OCR) in images. The method has the following code.
public static async Task ReadFileUrl (ComputerVisionClient client, string urlFile)

{
const int numberOfCharsInOperationlId = 36;

var txtHeaders = await client.ReadAsync(urlFile, language: "en"):;

string opLocation = textHeaders.OperationLocation;
string operationld = oplocation.Substring(opLocation.Length -
numberOfCharsInOperationld);

ReadOperationResult results;
results = await client.GetReadResultAsync(Guid.Parse (operationId)):;

var textUrlFileResults = results.AnalyzeResult.ReadResults;
foreach (ReadResult page in textUrlFileResults)
{

foreach (Line line in page.Lines)

{
Console.Writeline (line.Text):;

}
}

During testing, you discover that the call to the GetReadResultAsync method occurs before the read operation is complete.
You need to prevent the GetReadResultAsync method from proceeding until the read operation is complete.
Which two actions should you perform? Each correct answer presents part of the solution. (Choose two.)
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NOTE: Each correct selection is worth one point.

Remove the Guid.Parse (operationid) parameter.
Add code to verify the results.Status value.
Add code to verify the status of the txtHeaders. status value.

o0 w®

Wrap the call to GetReadResultAsync within a loop that contains a delay.

Correct Answer: B, D
Section:
Explanation:
Example code :

do

{

results = await client.GetReadResultAsync(Guid.Parse(operationid));

!

while ((results.Status == OperationStatusCodes.Running | |

results.Status == OperationStatusCodes.NotStarted));

Reference:
https://github.com/Azure-Samples/cognitive-services-quickstart-code/blob/master/dotnet/ComputerVision/ComputerVisionQuickstart.cs

QUESTION 3

DRAG DROP

You are developing a call to the Face API. The call must find similar faces from an existing list named employeefaces. The employeefaces list contains 60,000 images.

How should you complete the body of the HTTP request? To answer, drag the appropriate values to the correct targets. Each value may be used once, more than once, or not at all. You may need to drag the split bar between
panes or scroll to view content.

NOTE: Each correct selection is worth one point.

Select and Place:
Values Answer Area

"faceListId" {

ny, - Li tId": "faceId": "18c51aB87-3a69-47a8-aedc-a54745£f708al1",
argeFaceLis :

"matchFace" | "employeefaces”,

"maxNumOfCandidatesReturned": 1,
"matchPerson" = -
mode™ :
}
Correct Answer:
Values Answer Area
"faceListId" . { i
] "faceId": "18c5l1la87-3a69-47a8-aedc-aS54745f708a1",
"LargeFaceListId" |: "employeefaces",
"maxNumOfCandidatesReturned": 1,
"matchPerson" } - .
"mode™: 'matchFace!
}
Section:
Explanation:
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Box 1: LargeFacelistID

LargeFacelist: Add a face to a specified large face list, up to 1,000,000 faces.

Note: Given query face's faceld, to search the similar-looking faces from a faceld array, a face list or a large face list. A "facelistld" is created by Facelist - Create containing persistedFacelds that will not expire. And a
"largeFacelistld" is created by LargeFacelist - Create containing persistedFacelds that will also not expire.

Incorrect Answers:

Not "facelListld": Add a face to a specified face list, up to 1,000 faces.

Box 2: matchFace

Find similar has two working modes, "matchPerson" and "matchFace". "matchPerson" is the default mode that it tries to find faces of the same person as possible by using internal same-person thresholds. It is useful to find a
known person's other photos. Note that an empty list will be returned if no faces pass the internal thresholds. "matchFace" mode ignores same-person thresholds and returns ranked similar faces anyway, even the similarity
is low. It can be used in the cases like searching celebrity-looking faces.

Reference:

https://docs.microsoft.com/en-us/rest/api/faceapi/face/findsimilar

QUESTION 4

DRAG DROP

You are developing a photo application that will find photos of a person based on a sample image by using the Face API.

You need to create a POST request to find the photos.

How should you complete the request? To answer, drag the appropriate values to the correct targets. Each value may be used once, more than once, or not at all. You may need to drag the split bar between panes or scroll to
view content.

NOTE: Each correct selection is worth one point.

Select and Place:

Values Answer Area

detect POST {Endpoint}/face/v1.0/

findsimilars Request Body

group ' {

identify | "faceId": "c5c24a82-6845-4031-9d5d-978dF9175426",
matchFace | "largeFaceListId": "sample list",

matchPerson "maxNumOfCandidatesReturned”: 10,

verify "TﬂOdE" : L1} | L1}

Correct Answer:
Values Answer Area

POST {Endpoint}/face/v1.0/ |detect
findsimilars| Request Body

group {
identify | "faceId": "c5c24aB82-6845-4031-9d5d-978d£9175426",
matchFace | "largeFaceListId": "sample list",
"maxNumOfCandidatesReturned": 10,
verify "mode": " matchPerson ||"
}
Section:
Explanation:

Box 1: detect
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Face - Detect With Url: Detect human faces in an image, return face rectangles, and optionally with facelds, landmarks, and attributes.

POST {Endpoint}/face/v1.0/detect

Box 2: matchPerson

Find similar has two working modes, "matchPerson" and "matchFace". "matchPerson" is the default mode that it tries to find faces of the same person as possible by using internal same-person thresholds. It is useful to find a
known person's other photos. Note that an empty list will be returned if no faces pass the internal thresholds. "matchFace" mode ignores same-person thresholds and returns ranked similar faces anyway, even the similarity
is low. It can be used in the cases like searching celebrity-looking faces.

Reference:

https://docs.microsoft.com/en-us/rest/api/faceapi/face/detectwithurl

https://docs.microsoft.com/en-us/rest/api/faceapi/face/findsimilar

QUESTION 5

DRAG DROP

You are developing a webpage that will use the Video Indexer service to display videos of internal company meetings.
You embed the Player widget and the Cognitive Insights widget into the page.

You need to configure the widgets to meet the following requirements:

Ensure that users can search for keywords.

Display the names and faces of people in the video.

Show captions in the video in English (United States).

How should you complete the URL for each widget? To answer, drag the appropriate values to the correct targets. Each value may be used once, more than once, or not at all. You may need to drag the split bar between
panes or scroll to view content.

NOTE: Each correct selection is worth one point.

Select and Place:

Values Answer Area

en-Us

— - Cognitive Insights Widget

falze .

————  https://www.videoindexer.alfenbed/insights/caccountlds/<videolds/ tuidgets= | Value | controls= l Value

people, keywords )

ST REp— | Player Widgat

. . 2 https:/ fwww . videoindexer.al/eabed/player/caccountlds/evideolds/? showcaptions= Value I-up'liunr-- Value
search . . .

true

Correct Answer:
Values Answer Area

n—— . Cognitive Insights Widget
false e
1 https:/fwww.videoindexer.aifenbed/insights/caccountlds/ cvidealds/ tuidgets= | people,keywords

controls= | search

| Player Widget

https:/fwwsi . videoindewer . sl/eabed/player/caccountlds/<videalds/? showcaptionss | True captionss

i S =
people,search —_—
= en-Us

Section:
Explanation:
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Reference:
https://docs.microsoft.com/en-us/azure/azure-video-analyzer/video-analyzer-for-media-docs/video-indexer-embed-widgets

QUESTION 6

DRAG DROP

You train a Custom Vision model to identify a company’s products by using the Retail domain.

You plan to deploy the model as part of an app for Android phones.

You need to prepare the model for deployment.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.

Select and Place:

Actions Answer Area

Change the model domain.

Retrain the model. @ @
‘Test the model @ @

Export the model.

Correct Answer:

Actions Answer Area

Change the model domain.

@ Retrain the model. @
@ Test the model. @

Export the model.

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/custom-vision-service/export-your-model

QUESTION 7

HOTSPOT

You are developing an application to recognize employees’ faces by using the Face Recognition API. Images of the faces will be accessible from a URI endpoint.
The application has the following code.
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static async void AddFace(string subscription_key, string personGroupld, string personld, string imageURI)
{

var client = new HttpClient();
client.DefaultRequestHeaders.Add{"Ocp-Apim-Subscription-Key®", subscription_key);

var endpointURI = $"https://westus.api.cognitive.microsoft.com/face/vl.8/persongroups/{personGroupld}/persons/{personld}/persistedFaces”;
HttpResponseMessage response;

var body = "{ \"url\": \"" + imageURI + "\"}";

var content = new StringContent(body, Enceding.UTFE, “application/json™);

var response = swait client.PutAsync(endpointURI, content):

}

For each of the following statements, select Yes if the statement is true. Otherwise, select No.
NOTE: Each correct selection is worth one point.

Hot Area:
Answer Area
Statements Yes No
The code will add a face image to a person objectina person O ®
group.
The code will work for a group of 10,000 people. O O
AddFace can be called multiple times to add multiple face 8 ®)
iImages to a person object.
Answer Area:
Answer Area
Statements Yes No
The code will add a face image to a person object in a person () O
group.
The code will work for a group of 10,000 people. O O
AddFace can be called multiple times to add multiple face O ®

Images to a person object.

Section:
Explanation:
Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/face/face-api-how-to-topics/use-persondirectory
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QUESTION 8

DRAG DROP

You have a Custom Vision resource named acvdev in a development environment.

You have a Custom Vision resource named acvprod in a production environment.

In acvdey, you build an object detection model named obj1 in a project named proj1.

You need to move objl to acvprod.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.

Select and Place:

Actions Answer Area
| Use the ExportProject endpoint on acvdev.

| Use the GetProjects endpoint on acvdev.

Use the ImportProject endpoint on acvprod.

O

| Use the ExportIteration endpoint on acvdev. | @

Use the GetIterations endpoint on acvdev.

Use the UpdateProject endpoint on acvprod.

Correct Answer:

Actions Answer Area

Use the GetProjects endpoint on acvdev.

 Use the ExportProject endpoint on acvdev.

© Use the ImportProject endpoint on acvprod. @
| Use the ExportIteration endpoint on acvdev. | @ @

Use the GetIterations endpoint on acvdev.

Use the UpdateProject endpoint on acvprod.

Section:

Explanation:

Reference:
https://docs.microsoft.com/en-us/azure/cognitive-services/custom-vision-service/copy-move-projects
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QUESTION 9

DRAG DROP

You are developing an application that will recognize faults in components produced on a factory production line. The components are specific to your business.

You need to use the Custom Vision API to help detect common faults.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.

Select and Place:

Actions Answer Area

Train the classifier model.

Upload and tag images.

Initialize the training dataset. © @

Train the object detection model.

Create a project.

Correct Answer:

Actions Answer Area

Train the classifier model. Create a project. ‘

Upload and tag images.

Train the object detection model,@

©

Initialize the training dataset. ©

Section:

Explanation:

Step 1: Create a project

Create a new project.

Step 2: Upload and tag the images

Choose training images. Then upload and tag the images.
Step 3: Train the classifier model.
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Train the classifier
Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/custom-vision-service/getting-started-build-a-classifier

QUESTION 10
HOTSPOT

You are building a model that will be used in an iOS app.
You have images of cats and dogs. Each image contains either a cat or a dog.

You need to use the Custom Vision service to detect whether the images is of a cat or a dog.
How should you configure the project in the Custom Vision portal? To answer, select the appropriate options in the answer area.

NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area

Project Types:

Classification Types:

Answer Area:

Domains:

Classification
Object Detection

v

Multiclass (Single tag per image)

Multilabel (Multiple tags per image)

v

Audit

Food

General

General (compact)
Landmarks
Landmarks (compact)
Retalil

Retail (compact)
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Answer Area

Project Types: v

== -
{ 1 It eSSt ,omn
ol xSiNCatlol

| Object Detection |

Classification Types: v

[Multiclass (Single tag per image) ]

[Muttilabel (Multiple tags per image) |

Domains: v
Audit

Food

General

General (compact)

Landmarks

Landmarks (compact)

Retall

Retail (compact)

Section:

Explanation:

Box 1: Classification

Incorrect Answers:

An object detection project is for detecting which objects, if any, from a set of candidates are present in an image.

Box 2: Multiclass

A multiclass classification project is for classifying images into a set of tags, or target labels. An image can be assigned to one tag only.
Incorrect Answers:

A multilabel classification project is similar, but each image can have multiple tags assigned to it.

Box 3: General

General: Optimized for a broad range of image classification tasks. If none of the other specific domains are appropriate, or if you're unsure of which domain to choose, select one of the General domains.
Reference:

https://cran.r-project.org/web/packages/AzureVision/vignettes/customvision.html

QUESTION 11

HOTSPOT

You develop an application that uses the Face API.

You need to add multiple images to a person group.

How should you complete the code? To answer, select the appropriate options in the answer area.
NOTE: Each correct selection is worth one point.
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ZCEplus

Hot Area:

Answer Area

Parallel.For (0, PersonCount, async i =>
{
Guid personld = persons|[i] .Personld;
string personlmageDir = $"/path/to/person/{i}/images";
foreach (string imagePath in Directory.GetFiles (personImageDir, "*.jpg"))

{
using ( | |w| t = File.OpenRead (imagePath))
File
SEream)
Uri
Url
{
await faceClient.PersonGroupPerson. | iv
AddFaceFromStreamAsync
AddFaceFromUrlAsync
CreateAsync
GetAsync

(personGroupld, personld, t):
}
}
Y)z

Answer Area:
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Answer Area

Parallel.For (0, PersonCount, async i =>
{
Guid personld = persons[i] .Personld;
string personlmageDir = $"/path/to/person/{i}/images"”;

foreach (string imagePath in Directory.GetFiles(personlmageDir, "*.jpg"))
{
using ( w t = File.OpenRead (imagePath))
File
" Uri
Url
{
await faceClient.PersonGroupPerson. v
AddFaceFromStreamAsync
AddFaceFromUrlAsync
GetAsync
(personGroupld, personld, t):
}
}
b)i:
Section:
Explanation:
Box 1: Stream
The File.OpenRead(String) method opens an existing file for reading.
Example: Open the stream and read it back.
using (FileStream fs = File.OpenRead(path))
Box 2: CreateAsync
Create the persons for the PersonGroup. Persons are created concurrently.
Example:
await faceClient.PersonGroupPerson.CreateAsync(personGroupld, personName);
Reference:

https://docs.microsoft.com/en-us/azure/cognitive-services/face/face-api-how-to-topics/how-to-add-faces

QUESTION 12
HOTSPOT

You are developing an application that will use the Computer Vision client library. The application has the following code.
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public async TaskAnalyzeImage (ComputerVisionClient client, string localImage)
{
List<VisualFeatureTypes> features = new List<VisualFeatureTypes>()

{
VisualFeatureTypes.Description,
VisualFeatureType=.Tags,
3
using (Stream imageStream = File.OpenRead(localImage))
i
try
{

Imageinalysis results = await client.ZnalyzeImageInStreamBAsync (imageStream, features);

foreach (var caption in results.Description.Captions)
{
Console.WriteLine ($"{caption.Text} with confidence {caption.Confidence}");

}

foreach (var tag in results.Tags)
{
Console.WriteLine (5" {tag.Name} {tag.Confidence}");
}
}

catch (Exception ex)

{
Console.WriteLine (ex.Message) ;

}

}

For each of the following statements, select Yes if the statement is true. Otherwise, select No.
NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area
Statements Yes No

The code will perform face recognition.
The code will list tags and their associated confidence. & &

The code will read a file from the local file system.

Answer Area:
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Answer Area
Statements Yes No

The code will perform face recognition.
The code will list tags and their associated confidence.

The code will read a file from the local file system.

Section:

Explanation:

Box 1: No

Box 2: Yes

The ComputerVision.analyzelmagelnStreamAsync operation extracts a rich set of visual features based on the image content.

Box 3: No

Images will be read from a stream.

Reference:
https://docs.microsoft.com/en-us/java/api/com.microsoft.azure.cognitiveservices.vision.computervision.computervision.analyzeimageinstreamasync

QUESTION 13

HOTSPOT

You have a Computer Vision resource named contosol that is hosted in the West US Azure region.

You need to use contosol to make a different size of a product photo by using the smart cropping feature.
How should you complete the APl URL? To answer, select the appropriate options in the answer area.
NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area

curl -H "Ocp-Apim-Subscription-Key: xxx™

-g “sample.png” -H “Content-Type: application/{zon™ f

¥ rvigisnivi.l/f ¥ twidthel2diheight=1008smartCropping=true” /
“hitps:/fapi propectoxford ai arealfinterest
“hitps./icontosol cogniliveSenices azure. com detect
“https: /'westus apl cognitnve. micrasofl com generate Thumbnail
=d “{\url\T:\"https: /S upload. litwareine..org/litware /blcycle. Jpg\"}~

Answer Area:
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Answer Area

curl -H "Ocp-Apim-Subscription-Key: xwx™ f

- O 'Lﬂr:':.e.:ng" | _:ﬂﬂteﬂ!'T:l'F‘E: application -'j;:n" !

¥ | fvisionfv3, 1/ ¥ twidth=l20&height=1008smartCropping=true” /

“hitps:fapi projectoxford ai :
“https.fcontosol cognitivesensices. azure.com detect
il 1 generate Thumbnail

=d "{\Curl\":\"https://upload. litwareine.org/litware/bicycle. fpg\"}

Section:

Explanation:

Reference:
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples

QUESTION 14
You have a Video Indexer service that is used to provide a search interface over company videos on your company's website. You need to be able to search for videos based on who is present in the video.
What should you do?

Create a person model and associate the model to the videos.
Create person objects and provide face images for each object
Invite the entire staff of the company to Video Indexer.

Edit the faces in the videos.

m o0 >

Upload names to a language model.

Correct Answer: A

Section:

Explanation:

Video Indexer supports multiple Person models per account. Once a model is created, you can use it by providing the model ID of a specific Person model when uploading/indexing or reindexing a video. Training a newfacefor
a video updates the specific custom model that the video was associated with.

Note: Video Indexer supports face detection and celebrity recognition for video content. The celebrity recognition feature covers about one million faces based on commonly requested data source such as IMDB, Wikipedia,
and top LinkedIn influencers. Faces that aren't recognized by the celebrity recognition feature are detected but left unnamed. Once you label a face with a name, the face and name get added to your account's Person model.
Video Indexer will then recognize this face in your future videos and past videos.

Reference:

https://docs. mi crosoft. com/en-us/azu re/med ia -servi ces/vi deo-i ndexer/customize-pers on-mo del-with-api

QUESTION 15

You use the Custom Vision service to build a classifier.

After training is complete, you need to evaluate the classifier.

Which two metrics are available for review? Each correct answer presents a complete solution. (Choose two.) NOTE: Each correct selection is worth one point.

A. recall
B. F-score
C. weighted accuracy

IT Certification Exams - Questions & Answers | VCEplus.io


https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://westus.dev.cognitive.microsoft.com/docs/services/computer-vision-v3-2/operations/56f91f2e778daf14a499f21b
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-generating-thumbnails#examples
https://docs
https://vceplus.io
https://vceplus.io
https://vceplus.io/
https://vceplus.io

D. precision
E. area under the curve (AUC)

Correct Answer: A, D

Section:

Explanation:

Custom Vision provides three metrics regarding the performance of your model: precision, recall, and AP.
Reference:

https://www.tallan.com/blog/2020/05/19/azure-custom-vision/

02 - Implement Computer Vision Solutions

Case study

This is a case study. Case studies are not timed separately. You can use as much exam time as you would like to complete each case. However, there may be additional case studies and sections on this exam. You must manage
your time to ensure that you are able to complete all questions included on this exam in the time provided.

To answer the questions included in a case study, you will need to reference information that is provided in the case study. Case studies might contain exhibits and other resources that provide more information about the
scenario that is described in the case study. Each question is independent of the other questions in this case study.

At the end of this case study, a review screen will appear. This screen allows you to review your answers and to make changes before you move to the next section of the exam. After you begin a new section, you cannot
return to this section.

To start the case study

To display the first question in this case study, click the Next button. Use the buttons in the left pane to explore the content of the case study before you answer the questions. Clicking these buttons displays information such
as business requirements, existing environment, and problem statements. If the case study has an All Information tab, note that the information displayed is identical to the information displayed on the subsequent tabs.
When you are ready to answer a question, click the Question button to return to the question.

Overview

A company named Wide World Importers is developing an e-commerce platform.

You are working with a solutions architect to design and implement the features of the e-commerce platform. The platform will use microservices and a serverless environment built on Azure.

Wide World Importers has a customer base that includes English, Spanish, and Portuguese speakers.

Existing Environment

Applications
Wide World Importers has an App Service plan that contains the web apps shown in the following table.
| Name Description

foducbmagemast_ | M1960 U3 Salcris ke e manog DN Tt

An app used by employees to manage inventory when dispatching
orders, receiving refunds, and receiving consignments from suppliers.

Inventory Tracking

Azure Resources

You have the following resources:

= An Azure Active Directory (Azure AD) tenant

An Azure Active Directory (Azure AD) tenant

- The tenant supports internal authentication.

- All employees belong to a group named AllUsers.

- Senior managers belong to a group named LeadershipTeam.

An Azure Functions resource

- A function app posts to Azure Event Grid when stock levels of a product change between OK, Low Stock, and Out of Stock. The function app uses the Azure Cosmos DB change feed. An Azure Cosmos DB account
- The account uses the Core (SQL) API.

- The account stores data for the Product Management app and the Inventory Tracking app.
= An Azure Storage account

An Azure Storage account

- The account contains blob containers for assets related to products.

- The assets include images, videos, and PDFs.

An Azure Cognitive Services resource named wwics

A Video Indexer resource named wwivi

Requirements
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Business Goals

Wide World Importers wants to leverage Al technologies to differentiate itself from its competitors.

Planned Changes

Wide World Importers plans to start the following projects:

A product creation project: Help employees create accessible and multilingual product entries, while expediting product entry creation. A smart e-commerce project: Implement an Azure Cognitive Search solution to display products for
customers to browse. A shopping on-the-go project: Build a chatbot that can be integrated into smart speakers to support customers.

Business Requirements

Wide World Importers identifies the following business requirements for all the projects:

Provide a multilingual customer experience that supports English, Spanish, and Portuguese.

Whenever possible, scale based on transaction volumes to ensure consistent performance.

Minimize costs.

Governance and Security Requirements

Wide World Importers identifies the following governance and security requirements:

Data storage and processing must occur in datacenters located in the United States.

Azure Cognitive Services must be inaccessible directly from the internet.

Accessibility Requirements

Wide World Importers identifies the following accessibility requirements:

All images must have relevant alt text.

All videos must have transcripts that are associated to the video and included in product descriptions. Product descriptions, transcripts, and alt text must be available in English, Spanish, and Portuguese.
Product Creation Requirements

Wide World Importers identifies the following requirements for improving the Product Management app:

Minimize how long it takes for employees to create products and add assets.

Remove the need for manual translations.

Smart E-Commerce Requirements

Wide World Importers identifies the following requirements for the smart e-commerce project:

Ensure that the Cognitive Search solution meets a Service Level Agreement (SLA) of 99.9% availability for searches and index writes. Provide users with the ability to search insight gained from the images, manuals, and videos associated with the
products. Support autocompletion and autosuggestion based on all product name variants.

Store all raw insight data that was generated, so the data can be processed later.

Update the stock level field in the product index immediately upon changes.

Update the product index hourly.

Shopping On-the-Go Requirements

Wide World Importers identifies the following requirements for the shopping on-the-go chatbot:

Answer common questions.

Support interactions in English, Spanish, and Portuguese.

Replace an existing FAQ process so that all Q&A is managed from a central location.

Provide all employees with the ability to edit Q&As. Only senior managers must be able to publish updates. Support purchases by providing information about relevant products to customers. Product displays must include images and warnings
when stock levels are low or out of stock.

Product JSON Sample

You have the following JSON sample for a product.
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“."5]":’._1. LL} : LL) :’--L " o

"name": {
"En":"ﬂi-‘.’!}-"-fl?:”,
"aa': "Hicicleta",
"pE": "Bicicleta

b
"stocklevel™: "Out of Stock",
"description™: |
"en™:"Bicycle",
"ea": "Bicicleta",
"pt": "Bicicleta"
b
"image" .
{"uri": "https://upload.worldwideimporters.org/bicycle.jpg”,
"alttext": {
"en":"Bicycle®,
"aa": "Bicicleta",
Tot": "Bicicleta™
1
b
"createdUte": "2020-02-14T06:08:392",
"language™: "en"

QUESTION 1

DRAG DROP

You are planning the product creation project.

You need to recommend a process for analyzing videos.

Which four actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order. (Choose four.)

Select and Place:
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Actions Answer Area

Index the video by using the Video
Indexer API.

Upload the video to blob storage.

Analyze the video by using the
Computer Vision APL

Extract the transcript from
Microsoft Stream.

Send the transcript to the Language
Understanding API as an utterance.

Extract the transcript from the
Video Indexer API.

Translate the transcript by using
the Translator APL

Upload the video to file storage.

Correct Answer:
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Actions Answer Area

‘Upload the video to blob storage. ‘

Index the video by using the Video

Indexer APL
Analyze the video by using the Extract the transcript from the
Computer Vision APL Video Indexer APIL
Extract the transcript from Translate the transcript by using
Microsoft Stream. the Translator APL
Send the transcript to the Language
Understanding API as an utterance.

Upload the video to file storage.

Section:

Explanation:

Scenario: All videos must have transcripts that are associated to the video and included in product descriptions. Product descriptions, transcripts, and alt text must be available in English, Spanish, and Portuguese.
Step 1: Upload the video to blob storage

Given a video or audio file, the file is first dropped into a Blob Storage. T

Step 2: Index the video by using the Video Indexer API.

When a video is indexed, Video Indexer produces the JSON content that contains details of the specified video insights. The insights include: transcripts, OCRs, faces, topics, blocks, etc.
Step 3: Extract the transcript from the Video Indexer API.

Step 4: Translate the transcript by using the Translator API.

Reference:

https://azure.microsoft.com/en-us/blog/get-video-insights-in-even-more-languages/

https://docs.microsoft.com/en-us/azure/media-services/video-indexer/video-indexer-output-json-v2

QUESTION 2

HOTSPOT

You need to develop code to upload images for the product creation project. The solution must meet the accessibility requirements.
How should you complete the code? To answer, select the appropriate options in the answer area.

NOTE: Each correct selection is worth one point.

Hot Area:
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Answer Area
public static async Task<string> SuggestAltText(ComputerVisionClient client,
{
List<VisualFeatureTypes?> features = new List<VisualFeatureTypes?»()
{
-
UHHH!EEﬂhlp??pﬂﬂ!)&ﬁﬂﬂpﬁﬁn
VisualFeatureTypes. ImageType
VisualFeatureTypes Objecls
VisualFeatureTypes Tags
E

ImageAnalysis results = awsit client.Analyzelmagedsync(inage, features);
-

var ¢ = results Brands.DetectedBrands{0]

var ¢ = results Description Captions{0]

var ¢ = results Metadataf0] =

var ¢ = results. Objects{0]

if{c.Confidences»d.5) return{c.Text);

}
Answer Area:
Answer Area
public static async Task<string> SuggestAltText(ComputerVisionClient client,
{
List<VisualFeatureTypes?> features = new List<VisualFeatureTypes?:(}
{
-
VisualF eatureTypes Descnption
VisualF eatureTypes ImageType
VisualF eatureTypes Objects
VisualFeatureTypes Tags
b

Imagednalysis results = awalt client.Analyzelmagedsync(image, features);

-
var ¢ = results Brands DetectedBrands{0]
var ¢ = results Descnpbion Gaptions|0)
var ¢ = results Metadata[0]
var ¢ = results. Objects{0]

if{c.Confidence>®.5) return{c.Text);

X

Section:
Explanation:
Reference:

¥ image)
Dictionary
ok radl

¥ | image)
Dictionary
stream
string
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https://github.com/Azure-Samples/cognitive-services-dotnet-sdk-samples/blob/master/documentation-samples/quickstarts/ComputerVision/Program.cs

03 - Implement Computer Vision Solutions

Case study
This is a case study. Case studies are not timed separately. You can use as much exam time as you would like to complete each case. However, there may be additional case studies and sections on this exam. You must manage

your time to ensure that you are able to complete all questions included on this exam in the time provided.

To answer the questions included in a case study, you will need to reference information that is provided in the case study. Case studies might contain exhibits and other resources that provide more information about the
scenario that is described in the case study. Each question is independent of the other questions in this case study. At the end of this case study, a review screen will appear. This screen allows you to review your answers and
to make changes before you move to the next section of the exam. After you begin a new section, you cannot return to this section.

To start the case study
To display the first question in this case study, click the Next button. Use the buttons in the left pane to explore the content of the case study before you answer the questions. Clicking these buttons displays information such

as business requirements, existing environment, and problem statements. If the case study has an All Information tab, note that the information displayed is identical to the information displayed on the subsequent tabs.
When you are ready to answer a question, click the Question button to return to the question. Overview

General Overview
Contoso, Ltd. is an international accounting company that has offices in France, Portugal, and the United Kingdom. Contoso has a professional services department that contains the roles shown in the following table.

r : = —_— e S i - s 292
| MName Pasition I Cffice ]
e e s e e e Y )
| Accountant Manager United K.ﬂ:’u:.'f-'w France r-'«:nrtl._i_-..m'i
l_u'i.: countant Consultant United Kingdom, France, Portugal i
bttt e ——— abutiieeaiat. e —
| Customer Manager | United Kingdom
| Service | I
e e e T T T — . ——
Customer Agent | United Kingdom
et ! NS _|_ LAV O ? S (VAL AYNA 08 __l
Bookkeeper | Manager | United Kingdom, France, Portugal
!jf_-ﬂl-.kpe'. er _'L:._;th}uil-'n:t | United Kingdom, France, Flrtﬁa' £ . - |

Existing environment

Infrastructure

Contoso has the following subscriptions:

Azure

Microsoft 365

Microsoft Dynamics 365

Azure Active (Azure AD) Directory

Contoso has Azure Active Directory groups for securing role-based access. The company uses the following group naming conventions:
[Country]-[Level]-[Role]

[Level]-[Role]

Intellectual Property

Contoso has the intellectual property shown in the following table.
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r -— —_ -r— - - - - —_———— —
Content Format Language Content | Demain
|
| store |
. e — w1l Le - —~ s Tm = —)
| 'n.".'t\(\'-'|-,- | Video | fng:-'\.l' Arure | Vid, contoso, oo |
[ webinars I | Blob |
| |
| itorage
| 1= ! : 1
Blogs | Text | English, WaordPress | Pt-blog.contoso.comn
| [ B
| | French, Blog.contoso.com
| Portuguese | Fr-blog.contoso.com |
1 - + + - -
| Wikis | Text English, | Ature I Internal.contoso.comy/wiki
|
| French Cosmos (
|
| Portuguese | DB
e | e =2 | 1. e P - -
| Manthly | Video | English SharePoint | Contoso.sharepoint.com
confereance | Online ‘
|
| recorging
. . _+_ I N B I, —._!
| I'-rs:n::||.-~"1:'.r | Text E_HFII +h SharaPolnt [ Cantoso '."1,1r|:-p-_.|"'._:_n||':
| |
| asked | | Online {
( Questions |
| (FaC) | | |

Text-based content is provided only in one language and is not translated.

Requirements

Planned Projects

Contoso plans to develop the following:

A document processing workflow to extract information automatically from PDFs and images of financial documents A customer-support chatbot that will answer questions by using FAQs
A searchable knowledgebase of all the intellectual property

Technical Requirements

Contoso identifies the following technical requirements:

All content must be approved before being published.

All planned projects must support English, French, and Portuguese.

All content must be secured by using role-based access control (RBAC).

RBAC role assignments must use the principle of least privilege.

RBAC roles must be assigned only to Azure Active Directory groups.

Al solution responses must have a confidence score that is equal to or greater than 70 percent.

When the response confidence score of an Al response is lower than 70 percent the response must be improved by human input. Chatbot Requirements

Contoso identifies the following requirements for the chatbot:

Provide customers with answers to the FAQs.

Ensure that the customers can chat to a customer service agent.

Ensure that the members of a group named Management-Accountants can approve the FAQs.

Ensure that the members of a group named Consultant-Accountants can create and amend the FAQs.

Ensure that the members of a group named the Agent-CustomerServices can browse the FAQs.

Ensure that access to the customer service agents is managed by using Omnichannel for Customer Service. When the response confidence score is low, ensure that the chatbot can provide other response options to the customers. Document
Processing Requirements

Contoso identifies the following requirements for document processing:

The document processing solution must be able to process standardized financial documents that have the following characteristics: - Contain fewer than 20 pages.

- Be formatted as PDF or JPEG files.

- Have a distinct standard for each office.

The document processing solution must be able to extract tables and text from the financial documents. The document processing solution must be able to extract information from receipt images.
Members of a group named Management-Bookkeeper must define how to extract tables from the financial documents. Members of a group named Consultant-Bookkeeper must be able to process the financial documents. Knowledgebase
Requirements

Contoso identifies the following requirements for the knowledgebase:

Supports searches for equivalent terms

Can transcribe jargon with high accuracy

Can search content in different formats, including video

Provides relevant links to external resources for further research

QUESTION 1
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You are developing the document processing workflow.

You need to identify which API endpoints to use to extract text from the financial documents. The solution must meet the document processing requirements. Which two APl endpoints should you identify? Each correct
answer presents part of the solution.

NOTE: Each correct selection is worth one point.

. /vision/v3.1/read/analyzeResults

. [/formrecognizer/v2.0/prebuilt/receipt/analyze
. /vision/v3.1/describe
E. /vision/v3.1/read/analyze

A
B. /formrecognizer/v2.0/custom/models/{modelld}/analyze
C
D

Correct Answer: C, E

Section:

Explanation:

C: Analyze Receipt - Get Analyze Receipt Result.

Query the status and retrieve the result of an Analyze Receipt operation.

Request URL: https://{endpoint}/formrecognizer/v2.0-preview/prebuilt/receipt/analyzeResults/{resultld} E: POST {Endpoint}/vision/v3.1/read/analyze

Use this interface to get the result of a Read operation, employing the state-of-the-art Optical Character Recognition (OCR) algorithms optimized for text-heavy documents.

Scenario: Contoso plans to develop a document processing workflow to extract information automatically from PDFs and images of financial documents The document processing solution must be able to process standardized financial
documents that have the following characteristics: - Contain fewer than 20 pages.

- Be formatted as PDF or JPEG files.

- Have a distinct standard for each office.

*The document processing solution must be able to extract tables and text from the financial documents. The document processing solution must be able to extract information from receipt images.

Reference: https://westus2.dev.cognitive.microsoft.com/docs/services/form-recognizer-api-v2preview/operations/GetAnalyzeReceiptResult https://docs.microsoft.com/en-us/rest/api/computervision/3.1/read/read

QUESTION 2

HOTSPOT

You are developing the knowledgebase by using Azure Cognitive Search.

You need to build a skill that will be used by indexers.

How should you complete the code? To answer, select the appropriate options in the answer area.
NOTE: Each correct selection is worth one point.

Hot Area:
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Answer Area

“@Qodata.type”: “#Microsoft.Skills.Text.EntityRecognitionSkill”,
v

FPFERIMGOTEAORS S My O, O 0 0 Fof AN T, e 0 O
“*categories”: | “Email”, “Persons”, “Organizations”],
“categories”: [ “Locations”, “Persons”, “Organizations¥],

“defaultLanguageCode”: “en”,
*includeTypelessEntities®: true,
“*minimumPrecision®: 0.7,
“inputs®: |
{ “name”: “text”,
“source”: “/document/content”}
s
“outputs”: |
(“name”: “persons”, “targetName”: “people”},
{*name”: “locations”, “targetName”: “locations”),
{“*name”: “organizations”, “targetName”: “organizations”},

v

{*name*: “entities”)
{“*name”: “categories”)
{“name”: “namedEntities”)

)

Answer Area:

CJ,CEpIus E/,CEplus
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Answer Area

{
“@odata.type”: “#Microsoft.Skills.Text.EntityRecognitionSkill”,
v
= == S - &
“categories": |[].,
“categories”: | “Emall”, “Persons”, “Organizations”],
¥ ¥
*defaultLanguageCode”: “en”,
“includeTypelessEntities”: true,
“*minimumPrecision”: 0.7,
“inputs”: |
{ "name”™: “text”™,
“source”: “/document/content”}
|
“outputs™: |
{“*name”: “perscons”, “targetName”: “pecople”},
{"name”: “locations®”, “targetName”: “locations”),
{“name”: “organizations”, “targetName”: “organizations”},
[ v]
i - .
{“*name”: “categories”)
{“name”: “namedEntities”)
]
}
Section:
Explanation:

Box 1: "categories": ["Locations", "Persons", "Organizations"], Locations, Persons, Organizations are in the outputs. Scenario: Contoso plans to develop a searchable knowledgebase of all the intellectual property Note: The
categories parameter is an array of categories that should be extracted. Possible category types: "Person", "Location", "Organization", "Quantity", "Datetime", "URL", "Email". If no category is provided, all types are returned.
Box 2: {"name": " entities"}

The include wikis, so should include entities in the outputs.

Note: entities is an array of complex types that contains rich information about the entities extracted from text, with the following fields name (the actual entity name. This represents a "normalized" form) wikipediald
wikipediaLlanguage

wikipediaUrl (a link to Wikipedia page for the entity) etc.

Reference: https://docs.microsoft.com/en-us/azure/search/cognitive-search-skill-entity-recognition

QUESTION 3

You are developing the knowledgebase by using Azure Cognitive Search.
You need to process wiki content to meet the technical requirements.
What should you include in the solution?

A. anindexer for Azure Blob storage attached to a skillset that contains the language detection skill and the text translation skill
B. anindexer for Azure Blob storage attached to a skillset that contains the language detection skill
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C. anindexer for Azure Cosmos DB attached to a skillset that contains the document extraction skill and the text translation skill
D. anindexer for Azure Cosmos DB attached to a skillset that contains the language detection skill and the text translation skill

Correct Answer: C

Section:

Explanation:

The wiki contains text in English, French and Portuguese.

Scenario: All planned projects must support English, French, and Portuguese.

The Document Extraction skill extracts content from a file within the enrichment pipeline. This allows you to take advantage of the document extraction step that normally happens before the skillset execution with files that
may be generated by other skills.

Note: The Translator Text APl will be used to determine the from language. The Language detection skill is not required. Incorrect Answers:

Not A, not B: The wiki is stored in Azure Cosmos DB.

Reference:

https://docs.microsoft.com/en-us/azure/search/cognitive-search-skill-document-extraction https://docs.microsoft.com/en-us/azure/search/cognitive-search-skill-text-translation

QUESTION 4

You are developing the knowledgebase by using Azure Cognitive Search.

You need to meet the knowledgebase requirements for searching equivalent terms.
What should you include in the solution?

synonym map
a suggester
a custom analyzer

o n >

a built-in key phrase extraction skill

Correct Answer: A

Section:

Explanation:

Within a search service, synonym maps are a global resource that associate equivalent terms, expanding the scope of a query without the user having to actually provide the term. For example, assuming "dog", "canine", and
"puppy" are mapped synonyms, a query on "canine" will match on a document containing "dog".

Create synonyms: A synonym map is an asset that can be created once and used by many indexes.

Reference: https://docs.microsoft.com/en-us/azure/search/search-synonyms

Exam G

QUESTION 1

DRAG DROP

Match the Azure Cosmos DB APIs to the appropriate data structures.

To answer, drag the appropriate APl from the column on the left to its data structure on the right. Each APl may be used once, more than once, or not at all.
NOTE: Each correct match is worth one point.

Select and Place:
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APls

Cassandra AP

Gremlin APl

MongoDE AP

Tahis AP

Correct Answer:

APls

Cassandra AP

Section:
Explanation:

QUESTION 2
HOTSPOT

Answer Area

Answer Area

Select the answer that correctly completes the sentence.

Hot Area:
Answer Arca

Answer Area:
Answer Arca

Section:
Explanation:

QUESTION 3

When provisioning an Azure Cosmos DR

ACCouUnt
containet
cdatabase

Hem

AR

AR

AR

Gremlin APl

MongolDB API

Table AP|

Graph data

JSON documents

Key/value data

Graph data

JSON documents

' Key/value data

. you need to specify which type of AP you will use

When provisioning an Azure Cosmos DB H ¢ ¥ou need to specify which type of AP you will use
=1

CooLnt

SRRl =

data
item

base

Which statement is an example of Data Manipulation Language (DML)?
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Revoke
UPDATE
DROP
CREATE

o 0N >

Correct Answer: B
Section:

QUESTION 4

You build a language model by using Conversational Language Understanding. The language model is used to search for information on a contact list by using an intent named Findcontact. A conversational expert provides
you with the following list of phrases to use for training

e Find contacts in London.

* Who do | know in Seattle?

e Search for contacts m Ukraine.

You need to implement the phrase list in Conversational Language Understanding.

Solution: You create a new utterance for each phrase in the FindContact intent.

Does this meet the goal?

A. Yes
B. No

Correct Answer: B
Section:

QUESTION 5

You develop a Conversational Language Undemanding model by using Language Studio

During testing, users receive incorrect responses to requests that do NOT relate to the capabilities of the model. You need to ensure that the model identifies spurious requests.
What should you do?

Enable active learning.

Add examples to the custom intents.
Add examples to the None intent
Add entities.

o0 ®p

Correct Answer: A
Section:

QUESTION 6
You have an Azure Cognitive Search instance that indexes purchase orders by using Form Recognizer

You need to analyze the extracted information by using Microsoft Power Bl. The solution must minimize development effort.
What should you add to the indexer?

. atable projection

A

B. a projection group
C. an object projection
D

. afile projection

Correct Answer: C
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Section:

QUESTION 7

HOTSPOT

You are building content for a video training solution.

You need to create narration to accompany the video content. The solution must use Custom Neural Voice. What should you use to create a custom neural voice, and which service should you use to generate the narration?
To answer, select the appropriate options in the answer area. NOTE: Each correct answer is worth one point.

Hot Area:

Answer Area:

Section:
Explanation:

QUESTION 8
HOTSPOT
You have a bot that was built by using the Microsoft Bot Framework composer as shown in the following exhibit.

%Eplus @:Eplus
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& Edivt
S GetWeather
BotTourDialog -~ GetWeather preriy sl
e O, R e A e st L Sl b A TR cgesaed
| i & e
# GetWeather
L -
- e T e B i Trigge _phrm—i £

- Al Aty

Sriardi oty aggeniad et ertherl ormeetil;
I = pleaise tell s the weabher
' + what Lt the wsather like La [« ity=teattle)
P =l ooty

&

Use the drop-down menus 10 select the answer choice that completes each statement based on the information presented in the graphic. NOTE: Each correct selection is worth one point.

Hot Area:
Anszwer Area

If 3 user asks "what is the weather like in New York™, the bot will [answer choilce] | identify New York as acity entity "_‘:I!

change 10 a different dlaiai

identify Mew York as a state entity
respond with the weather in Seattie

The CetWeather dialog uses a [answer choice] trigger. LLnngua_ge Understanding Intent recogn... r:‘* I
Custom svents
Dialog events

Language Undersianding Intenl recognized

COnA Intent recogized

Answer Area:
Answer Area

If 3 user asks “what is the weather like in Mew York™. the bot will [answer choilce] | identify New York as a.city entity ‘3
change o a different diaiog
|
identiy MNew York as 3 state eniny :
respond with the weather 1n Seattle

The GetWeather dialog uses a [answer choice] trigger. LLnngua_ge Understanding Intent recogn... 5’ I

Custom svents
Cialog events

Section:
Explanation:

QUESTION 9
HOTSPOT

You are building a chatbot by using the Microsoft Bot Framework Composer. You have the dialog design shown in the following exhibit.
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Prompt for text

AskForiame - BeginDialog - Test ;
Tas Legmet
= BeginDialog Ti
Bot Asks User Input Other
@ for Aoy [Tent
fu’ s - '
i v e Teer :
- =
R b
Rtk e
@ isra - -
- 3 ¥l fegm ol aew
W ey .

For each of the following statements, select Yes if the statement is true. Otherwise, select No.
NOTE: Each correct selection Is worth one point.

Hot Area:
Answer Arca
Statements Yes No
User.name 5 a0 enNtity.
The dialog asks for a user name and 3 user age and assigns appropnate values 1o the
user .name and user.age Propertes
The chatbot attempis o take the first non-null entity value for userbase OF persaniame
and assigns the value 10 user . name.
Answer Area:
Answer Areca
Statements Yos No
eser..name 5 3N 8Nty
The dizlog asks Tor a user Name and 3 usSer age and assigns appropnate values 1o the
user  name AN user.age PIOPErtes
The chatbot attempls 10 take the first non-null entity value for userbase OF persaniame
and assigns the value 10 user . name.
Section:
Explanation:
QUESTION 10
DRAG DROP

You plan to build a chatbot to support task tracking.

You create a Conversational Language Understanding service named lul.

You need to build a Conversational Language Understanding model to Integrate into the chatbot. The solution must minimize development time to build the model. Which four actions should you perform In sequence? To
answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.

Select and Place:
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Actions Answer Arca

Add the prebuilt domam ToaDo
Add a new application
Add example ullerances

Publish the application

Train the application @

00,

Correct Answer:
Actiona Answer Area
Add the prebuilt domam TolDo Add a new applcation
A Sxample uTlerancss
Tram the application

Publish the applicathon

00

Section:
Explanation:

QUESTION 11
Your company needs to implement a relational database in Azure. The solution must minimize ongoing maintenance. Which Azure service should you use?

SQL Server on Azure Virtual Machines
Azure SOL Database

Azure HDInsight

Azure Cosmos DB

OO0 >

Correct Answer: B
Section:

QUESTION 12
You have a SQL query that combines customer data and order dat a. The query includes calculated columns. You need to create a database object that would allow other users to rerun the same SOL query. What should you

create?

an Index
aview

a scalar function

o0 ® >

a table

Correct Answer: B
Section:

QUESTION 13
What are two benefits of platform as a service (PaaS) relational database offerings in Azure, such as Azure SQL Database? Each correct answer presents a complete solution. NOTE: Each correct selection Is worth one point.
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reduced administrative effort for managing the server infrastructure
complete control over backup and restore processes
in-database machine learning services S3

o0 ® >

access to the latest features

Correct Answer: A, D
Section:

QUESTION 14

HOTSPOT

You build a QnA Maker resource to meet the chatbot requirements.

Which RBAC role should you assign to each group? To answer, select the appropriate options in the answer area. NOTE: Each correct selection is worth one point.

Hot Area:

Answer Area

Management-Accountants bl

Owner

Contributor

Cognitive Services User

Cognitive Services QnA Maker Read
Cognitive Services QnA Maker Editor

Consultant-Accountants v

Owner

Contributor

Cognitive Services User

Cognitive Services QnA Maker Read
Cognitive Services QnA Maker Editor

Agent-CustomerServices v
. i :

Owner
Contributor
Cognitive Services User

Cognitive Services QnA Maker Read
Cognitive Services QnA Maker Editor

Answer Area:
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Answer Area

Management-Accountants b

Owner

Contributor

Cognitive Services Usel

Cognitive Services QnA Maker Read
Cognitive Services QnA Maker Editor

Consultant-Accountants v

Owner

Contributor

Cognitive Services User

Cognitive Services QnA Maker Read
I Cognitive Services QnA Maker Editor

Agent-CustomerServices v

Owner

Contributor

Cognitive Services User

Cognitive Services QnA Maker Read
Cognitive Services QnA Maker Editor

Section:

Explanation:

Box 1: Cognitive Service User

Ensure that the members of a group named Management-Accountants can approve the FAQs.
Approve=publish.

Cognitive Service User (read/write/publish): APl permissions: All access to Cognitive Services resource except for ability to:
1. Add new members to roles.

2. Create new resources.

Box 2: Cognitive Services QnA Maker Editor

Ensure that the members of a group named Consultant-Accountants can create and amend the FAQs.
QnA Maker Editor: APl permissions:

1. Create KB API

2. Update KB API

3. Replace KB API

4. Replace Alterations

5. "Train API" [in new service model v5]

Box 3: Cognitive Services QnA Maker Read

Ensure that the members of a group named the Agent-CustomerServices can browse the FAQs.
QnA Maker Read: API Permissions:

1. Download KB API

2. List KBs for user API
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3. Get Knowledge base details
4. Download AlterationsGenerate Answer
Reference: https://docs.microsoft.com/en-us/azure/cognitive-services/qnamaker/concepts/role-based-access-control

QUESTION 15

DRAG DROP

Match the Azure services to the appropriate locations in the architecture.

To answer, drag the appropriate service from the column on the left to its location on the right. Each service may be used once, more than once, or not at all. NOTE: Each correct match is worth one point.

Select and Place:

Lerwvices Answer Area
Azure Cogilve Preprocess
S _ _— Ingest Store & model OLAP Reporting
Aute DaEsauieg ! structured
data, and Service l Azure Data o SN re.. Microsoft
Azure Data Faciory | otherdata i | T Lake Storage "l i :nalr,rsrs " PowerBI
| structures ervices
Arure Sy
Anakmct
Correct Answer:
Services Answer Area
Azure COQMLVE Preprocess
Sy _ Logs Ingest Store & model oOLAP Reporting
e WS | structured
data, and Agute Data Fadiory Azure Data AL Syragno Azu re. Microsoft
| otherdata 7 " Lake Storage b s v 1 Anmiysis " Power BI
[ strtietires Services

Section:
Explanation:

QUESTION 16

HOTSPOT

For each of the following statements, select Yes if the statement is true. Otherwise, select No.
NOTE: Each correct selection is worth one point.

Hot Area:

Ansvweer Arca

Statements Yes Mo

Platform A% A Service (PAs5) database offerings in Arure réquine & sotun and oonfigueation
effort than infrastructure as a sendce (laas) database offerings

Platform as a service (PaaS) database offerings in Anure proside end uters with the ability to
controd and update Lhe Opers Lirgy Sy STem wErseie

Adl retatonal and non-relabonal platfonm &3 & senace (Paal) databade offenngs in AZure can
b paused 1O reduce Cosls

Answer Area:
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Statements Yes Mo

Plarfosrm &t & terice (Paaf) darsbate offerings in Arune renuine e cemen and configuration
effort than infrastructure as a sendce (laa%) database offerings

Flatform as a service (Paa5) database offerings in Afure provide end uters with the ability to
controd and updale Uhe OPerating SySiem werken

Al retatonal and non-relatona platfonm ad a senace (Paab) databade offenngs in Slure can
be paused lo reduce oosis

Section:
Explanation:

QUESTION 17

HOTSPOT

For each of the following statements, select Yes if the statement is true. Otherwise, select No.
NOTE: Each correct selection is worth one point.

Hot Area:
Answer Area
Statements Yes Mo
Mormalization involves eliminating relationships between database tables. &
Mormalizing a database reduces data redundandcy. &)
Normalization improves data integrity. (> i
Answer Area:
Answer Area
Statements Yes Mo
Mormalization involves eliminating relationships between database tables. -

Mormalizing a database reduces data redundancy.

Normalization improves data integrity. {

Section:
Explanation:

QUESTION 18
HOTSPOT
Select the answer that correctly completes the sentence.

Hot Area:
Answer Arca
[::q A block of code that runs in 8 database is called

a stored procedure
a table.
a2 WIEW.
an Ires.

Answer Area:
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Answer Arca

[:& A block of code that runs in & database is called _l
a stored procedure
|2 table.
a2 WIEW.
an Ircies.

Section:
Explanation:

QUESTION 19
HOTSPOT
Select the answer that correctly completes the sentence.
Hot Area:
Answer Arca
The clause can be used in Data Mampulation Language (DML) statements to specfy the criterna that rows must match.
Answer Area:
Answoer Arca
The clause can be used in Data Mampulation Language (DML) statements to specfy the criterna that rows must match.
ALTER
I
SET
| WHERE |
Section:

Explanation:

QUESTION 20
HOTSPOT
Select the answer that correctly completes the sentence.
Hot Area:
Answer Arca
in an infrastructure as: a senice (laas) instance of Microsoft SGL Server on Azure, you manage the that hosts SOl Server,
elastic pool
MYSOL server
PostgreS0)L server
virtual machine
Answer Area:
Answer Arca
in an infrastructure as a service (laas) instance of Microsoft SOL Server on Azure, you manage the that hosts SOl Server.
elastic pool
MMySOL serves
PostgreS0L serve
FJ riual machine
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Section:
Explanation:

QUESTION 21
HOTSPOT

Select the answer that correctly completes the sentence.

Hot Area:
Answer Arca

Answer Area:
Answer Arca

Section:
Explanation:

QUESTION 22
HOTSPOT

A retational database is-appropriate for scenares thatinvohe a high volume of

A relational database is appropriate for scenaros that involve a high volume of

Select the answer that correctly completes the sentence.

Hot Area:
Answer Arca

Answer Area:
Answer Arca

Section:
Explanation:

QUESTION 23
HOTSPOT

Select the answer that correctly completes the sentence.

Hot Area:

changes to relationshups between entities.
geographically distributed writes.
transactional writes,

writes that have varying data structures.

changes to relationshups between entities.
- ;_.-'-i'_-_:li_L Trg e kS e e

ST
Crarsaciional wriles,

writes that have varying data structurss,

A JSON document is an example of [T

T

A JSON document is an example of

T

graph data.

relational data,
sami-structured data.
unsiructured data.

e s B ol -
(SR e 2

|-' clalioral data,

semi-structured data.
unsiructured data.
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Answer Arca

Relaticonal data is stored in

a file system as unstructured data.
a herarchal folder structure. g

a tabular form of rows and c© Jnns
comma-separated value [(C5Y) files.

Answer Area:
Answer Arca
Relational data is stored in
a file system as unstructured data.
a herarchal folder structure
|2 tabular form of rows and cuﬂ';l'nns
comima-separated value (CSVY) files.
Section:

Explanation:

QUESTION 24
HOTSPOT
Select the answer that correctly completes the sentence.
Hot Area:
Answer Arca
When using the Azure Cosmaos DB Gremlin AP, the container resource type is projected as a
partition key.
document.
Answer Area:
Answer Arca
When using the Azure Cosmos DB Gremliin AP, the container resource type is projected as a _
graph
¢=1<10-3
partition key.
document
Section:

Explanation:

QUESTION 25
You need to store event log data that is semi-structured and received as the logs occur. What should you use?

A. Azure Table storage
B. Azure Queue storage
C. Azure Files

Correct Answer: A
Section:
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QUESTION 26
What should you use to automatically delete blobs from Azure Blob Storage?

the change feed
a lifecycle management policy
soft delete

o0 ®p

archive storage

Correct Answer: D
Section:

QUESTION 27
What is a characteristic of a non-relational database?

A. full support for Transact-SGL
B. a fixed schema
C. self describing entities

Correct Answer: C
Section:

QUESTION 28

You have a factory that produces food products.

You need to build a monitoring solution for staff compliance with personal protective equipment
(PPE) requirements. The solution must meet the following requirements:

¢ identify staff who have removed masks or safety glasses.

® Perform a compliance check every 15 minutes.

e Minimize development effort.

* Minimize costs.

Which service should you use?

A. Face
B. Computer Vision
C. Azure Video Analyzer for Media (formerly Video indexer)

Correct Answer: A
Section:

QUESTION 29

HOTSPOT

You have an Azure subscription that has the following configurations:

e Subscription ID: 8d3591aa-96b8-4737-ad09-00f9b1ed35ad

e Tenant ID: 3edfe572-cbS4-3ced-ael2-c5¢177f39a12

You plan to create a resource that will perform sentiment analysis and optical character recognition (OCR). You need to use an HTTP request to create the resource in the subscription. The solution must use a single key and
endpoint. How should you complete the request? To answer, select the appropriate options in the answer area.

NOTE: Each correct selection is worth one point.

Hot Area:
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https://management.azure,com/ | subsr.m’ 'Eﬁsdﬂﬁﬂﬂ*gﬁbﬂd??ﬂ-adﬂg-OD‘thdﬁﬂ E I /resourceGroups/OCRProject/providers/

subscriptions/3edfe572-cb54-3ced-ae12-¢Sc177139a12
subscrniptions/Bd3591aa-96b8-4737-ad09-00f9b 1ed 35ad
| tenant/3edfe572-cb54-3ced-ae12-¢5¢17713%a12

| tenant/8d3591a3a-96b8-4737-ad09-00/9b 1ed35ad
& v - L -

Microsoft. (tiveServices "J /eccounts/CS1%apl-version=2021-18-01
Microsoft. ApiManagement

Microsoft.CognitiveServices
Microsoft.Containerservice
Microsoft KeyVault

b et —_ i i
Answer Area:

Answer Area

https://management.azure.com/ | mbﬁm 'ﬁﬁdﬁﬂﬂ*%&d??ﬂﬂdmmudﬁﬂ E I /resourceGroups/OCRProject/providers/

| subscriptions/Jedfe572-cb54-3ced-ae12-¢5¢c177139a12
subscriptions/Bd3591aa-96b8-4737-ad09-00/9b 1ed 35ad
tenant/3edfe572-cb54-3ced-ae12-c5¢17713%912
| tenant/8d3591aa-96b8-4737-ad09-00f9b 1ed35ad

P - Y= -

Microsoft. itiveServices ‘*J /accounts/CS1%api-version=2021-18-01
Microsoft. ApiManagement

Microsoft.CognitiveServices

Microsoft. ContainerService |
Micmsoft.K_eWaurt

- —_ i

Section:
Explanation:

QUESTION 30

You have a text-based chatbot.

You need to enable content moderation by using the Text Moderation APl of Content Moderator.

Which two service responses should you use? Each correct answer presents part of the solution NOTE: Each correct selection is worth one point.

the adult classification score
optical character recognition (OCR)
personal data

text classification

m o0 ®w >

the racy classification score
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Correct Answer: C,D
Section:

QUESTION 31
You are building an Al solution that will use Sentiment Analysis results from surveys to calculate bonuses for customer service staff. You need to ensure that the solution meets the Microsoft responsible Al principles. What
should you do?

Add a human review and approval step before making decisions that affect the staffs financial situation
Include the Sentiment Analysis results when surveys return a low confidence score.
Use all the surveys, including surveys by customers who requested that their account be deleted and their data be removed.

o0 ® >

Publish the raw survey data to a central location and provide the staff with access to the location.

Correct Answer: A
Section:

QUESTION 32
You have a chatbot that was built by using Microsoft Bot Framework and deployed to Azure.
You need to configure the bot to support voice interactions. The solution must support multiple client apps. Which type of channel should you use?

A. Cortana
B. Microsoft Teams
C. Direct Line Speech

Correct Answer: C
Section:

QUESTION 33
You are building a retail kiosk system that will use a custom neural voice. You acquire audio samples and consent from the voice talent. You need to create a voice talent profile. What should you upload to the profile?

a five-minute wav or mp3 file of the voce talent describing the kiosk system

a five-minute wav or mp3 file of the voce talent describing the kiosk system

a five-minute .flac audio file and the associated transcript as a w file

a .wav or mp3 file of the voice talent consenting to the creation of a synthetic version of their voice

m o 0w >

a.zip file that contains 10-second .wav files and the associated transcripts as .txt files

Correct Answer: D
Section:

QUESTION 34
You have an app named App1 that uses an Azure Cognitive Services model to identify anomalies in a time series data stream. You need to run Appl in a location that has limited connectivity. The solution must minimize costs.
What should you use to host the model?

Azure Kubernetes Services (AKS)
a Kubernetes cluster hosted in an Azure Stack Hub integrated system
Azure Container instances

o0 ®p

the Docker Engine
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Correct Answer: B
Section:

QUESTION 35

You plan create an index for an Azure Cognitive Search service by using the Azure portal. The Cognitive Search service will connect to an Azure SQL database The Azure SQL database contains a table named UserMessages.
Each row m User Messages has a field named MessageCopy that contains the text of social media messages sent by a user Users win perform full text searches against the MessageCopy field, and the values of the field will be
shown to the users. You need to configure the properties of the index for the MessageCopy field to support the solution. Winch attributes should you enable for the field?

Searchable arc Retrievable
Sortable and Retrievable
Searchable arc Facetable

o0 ® >

Filterable and Retrievable

Correct Answer: A
Section:

QUESTION 36

HOTSPOT

You are developing a text processing solution.
You have the function shown below.

Hot Area:
Answer Arca

Statements Yes MNao

Answer Area:
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Answer Area

Statements Yes Nao

The cutput will include the following words: cur and included
The output will include the following words: Pars. Eiffel, and Tower

The function will output all the key phrases from the input string to the console

Section:
Explanation:

QUESTION 37

HOTSPOT

You have a library that contains thousands of images.

You need to tag the images as photographs, drawings, or clipart.

Which service endpoint and response property should you use? To answer, select the appropriate options in the answer area. NOTE: Each correct selection is worth one point.

Hot Area:
Answer Area
Sefvice endpont | M - |
Computer Viskon snalyle imaged
omputer Vision olyect detection
Custom Vison mage clascfication
Custorr Vision obgsct detection
Property. | . bt

J?-‘_-df:'lét
desCriphon
image Type
metadata
ot

Answer Area:

Answer Area

Service endpoint: | ™M - |
Lomputer Wiskon analare imanet
Custom Visson mage classification
Custom Vison obssct detection
Property; | . -

.JT-‘_'dr:Het
image Type
metadata
abwpects

Section:

Explanation:

QUESTION 38
You use the Microsoft Bot Framework Composer to build a chatbot that enables users to purchase items. You need to ensure that the users can cancel in-progress transactions. The solution must minimize development effort.
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What should you add to the bot?

. alanguage generator

A

B. acustom event
C. adialog trigger
D

. a conversation activity

Correct Answer: D
Section:

QUESTION 39
You have an Azure subscription that contains an Anomaly Detector resource. You deploy a Docker host server named Server 1 to the on-premises network. You need to host an instance of the Anomaly Detector service on
Server 1. Which parameter should you include in the docker run command?

A. Fluentd
B. Billing
C. Http Proxy
D. Mounts

Correct Answer: B
Section:

QUESTION 40

HOTSPOT

You have a chatbot.

You need to test the bot by using the Bot Framework Emulator. The solution must ensure that you are prompted for credentials when you sign in to the bot. Which three settings should you configure? To answer, select the
appropriate settings in the answer area. NOTE Each correct selection is worth one point.

Hot Area:
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Answer Area

Bot Framework Emulator

Fib¢ Debug EBOH View

LorsErsahon

b

wHar Satt : MW

Answer Area:

fhen the Emulator starts gp
" .

] L (3 ¢
Ln b { W NG L 1 F o il

FrameswCri EmMuldior word with ngrok 1o e

1 1hé Wl page 1 Wi PoTe &

4 T & o
A romatie sy et s ared et a Pt
2 [ 4 ¥
-~ & i Eiv W -
EL o e E | it g I3
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Answer Area

Bot Framework Emulator

Fb¢ Debug B0 Vew Comersabon Halp

Tunnel Status
b E . LatTement

kE hite 1o 00 10 The Naroe STatus viewdT

Cainel

Section:
Explanation:

QUESTION 41
You have an Azure Cognitive Search solution and an enrichment pipeline that performs Sentiment Analysis on social media posts.

You need to define a knowledge store that will include the social media posts and the Sentiment Analysis results.
Which two fields should you include in the definition? Each correct answer presents part of the solution.
NOTE: Each correct selection is worth one point.

A. storageContainer
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tables
storaeeConnectionString
files

objects

mo O

Correct Answer: D, E
Section:

QUESTION 42

HOTSPOT

You are building a call handling system that will receive calls from French-speaking and German-speaking callers. The system must perform the following tasks;
* Capture inbound voice messages as text.

* Replay messages in English on demand.
Which Azure Cognitive Services should you use? To answer, select the appropriate options in the answer area. NOTE: Each correct selection is worth one point.

Hot Area:
Answer Area
To capture messages:: Speech-to-text a
Speaker Recognition
Speech-to-text
Text-to-speech
Translator
To replay messages: | Text-to-speech and Translator oof

Speech-to-text only
Speech-to-text and Language
Speaker Recognition and Language
Text-to-speech and Language
Text-to-speech and Translator

Answer Area:

Answer Area
To capture messages:: Speech-to-text 1
Speaker Recognition
Tf_;xt-ti:r-speeél'i
Translator
To replay messages:  Text-to-speech and Translator e

Speech-to-text only
Speech-to-text and Language
Speaker Recognition and Language
Text-to-speech and Language

Section:

Explanation:

QUESTION 43

HOTSPOT
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You are building an app that will process incoming email and direct email messages to either French or English language support teams.
Which Azure Cognitive Services APl should you use? To answer, select the appropriate options in the answer area.
NOTE: Each correct selection is worth one point.

Hot Area:
Answer Area
https:// apl.cognitive.microsofttranslator.com ¥ text/analytics/v3.1/entities/recognition/general -
[_ COGI, icrosofttransiatorco Mtext/analytics/v3.1/entities/recognition/general
eastus .ﬁpi.cﬂgni“ﬂ. microsoft.com Iln'tetham|yti( if\"j.fﬂﬂ“g'—l ages
portalazure.com Sranslator/ftext/v3 0ftranslate?to=en
ftranslator/text/v3.0/translate?to=fr
Answer Area:
Answer Area
https:// apl.cognitive.microsofttranslator.com - | ftext/analytics/va. 1/entities/recognition/qeneral -
| SRR O ftext/analytics/v3.1/entities/recognition/general i
eastus.apl.cognitive.mic rosoft.com ﬂ'ltthfﬂmlyﬁf i!\"j.fﬂﬂ“g'—l ages
portal.azure.com ftranslator/text/v3.0ftranslate?to=en
ftranslator/text/v3.0/translate?to=fr
Section:
Explanation:
QUESTION 44
HOTSPOT

You are building a model to detect objects in images.
The performance of the model based on training data is shown in the following exhibit.

":{__7:-" ﬂhrlh‘.t!. Tr.'un-ruj g Perfrarmam g P Tt m

iteration 1

Hot Area:
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Answer Arca

The percentage of false positives it [anmwer choice], | I v

The value for the number of true positives divided by the TOtAl number of true poRtves and -

Answer Area:
Answer Arca
The percentage of false positives is [arswer choloe]. | Pl bt
e
I.'||'_
The value for the number of true positives divided by the total number of true positives and , =
tise negates s [answer choicel’s. N
_'.il:
30
A
Section:
Explanation:
QUESTION 45

You have an Azure loT hub that receives series data from machinery. You need to build an app that will perform the following actions:
¢ Perform anomaly detection across multiple correlated sensors

e |dentify the root cause of process stops.

e Send incident alerts

The solution must minimize development time. Which Azure service should you use?

Azure Metrics Advisor
Form Recognizer
Azure Machine teaming

OO0 >

Anomaly Detector

Correct Answer: D
Section:

QUESTION 46

You train a Conversational Language Understanding model to understand the natural language input of users. You need to evaluate the accuracy of the model before deploying it.
What are two methods you can use? Each correct answer presents a complete solution.

NOTE: Each correct selection is worth one point.
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From the language authoring REST endpoint, retrieve the model evaluation summary.
From Language Studio, enable Active Learning, and then validate the utterances logged for review.

From Language Studio, select Model performance.

o 0N >

From the Azure portal, enable log collection in Log Analytics, and then analyze the logs.

Correct Answer: A, C
Section:

QUESTION 47

You are building a Language Understanding solution.

You discover that many intents have similar utterances containing airport names or airport codes.
You need to minimize the number of utterances used to fram the model.

Which type of custom entity should you use?

Pattera.any
machine-learning
list

regular expression

o0 ®p

Correct Answer: C
Section:

QUESTION 48

You are building a Chatbot by using the Microsoft Bot Framework SDK. The bot will be used to accept food orders from customers and allow the customers to customize each food item. You need to configure the bot to ask
the user for additional input based on the type of item ordered. The solution must minimize development effort. Which two types of dialogs should you use? Each correct answer presents part of the solution. NOTE: Each
correct selection is worth one point.

adaptive
action
waterfall
prompt

m o0 >

input

Correct Answer: B, C
Section:

QUESTION 49

Note: This question is part of a series of questions that present the same scenario. Each question in the series contains a unique solution that might meet the stated goals. Some question sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question in this section, you will NOT be able to return to it. As a result, these questions will not appear in the review screen.

You have a chatbot that uses question answering in Azure Cognitive Service for Language.

Users report that the responses of the chatbot lack formality when answering random questions that are outside the scope of the knowledge base.

You need to ensure that the chatbot provides formal responses to these spurious questions.

Solution: From Language Studio, you modify the question and answer pairs for the custom intents, and then retrain and republish the model.

Does this meet the goal?

A. Yes
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B. No

Correct Answer: B
Section:

QUESTION 50

DRAG DROP

You have a Docker host named Host1 that contains a container base image.

You have an Azure subscription that contains a custom speech-to-text model named model1.

You need to run modell on Host1.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.

Select and Place:
Actions Answer Area

Configure disk logging

Export modell to Host1

Request approval to run the container
Retrain the model.

Run the container.

Correct Answer:
Actions Answer Area

Export model1 to Host1

Run the container.
Request approval to run the container Configure disk logging

Retrain the model.

Section:

Explanation:

Export modell to Host1l
Run the container
Configure disk logging

QUESTION 51

DRAG DROP

You build a bot by using the Microsoft Bot Framework SDK.

You need to test the bot interactively on a local machine.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the cor'ect order. NOTE: More than one order of answer choices
is correct. You will receive credit for any of the correct orders you select.
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Select and Place:

Actiomn Arnwwer Area
Regrtier the bot with the Arure Bot Servce

pen e Bot Framework Cormproder
Sl ared run thee ot

O the Bt Frameework Ermdat

Conmec! o Hhe Baot endpscant

Correct Answer:

Actiomns Answer Area
Regrmter the ot with the Azure Bot Servce Huabel e Fun The Do
'1 = fhe Bot Framesacrk DTSR
onnect 1o the BT erdpoent
Oipen the Bot Framesstrin Frlat
.
Section:
.

Explanation:

QUESTION 52
DRAG DROP

You have a Custom Vision service project that performs object detection. The project uses the General domain for classification and contains a trained model. You need to export the model for use on a network that is
disconnected from the internet.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list o' actions to the answer area and arrange them in the correct order.

Select and Place:

Actions Anwwer Arca
ange Do General [Compact)

Fastraan the roviel

Create & new CLELS Tl STN

€ g Thee Slailifie aben e

Export the mdde

Acthons Answer Area

reate & o CLEd STl ok

Aatraan he mcedel CRange the Clastic sBon Type

Section:
Explanation:

QUESTION 53

DRAG DROP

You have a question answering project in Azure Cognitive Service for Language.

You need to move the project to a Language service instance in a different Azure region.

Which three actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.
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Select and Place:
Adtions Ariivweed Afea
Figan thed reeve Languade BEnacs inglance imBort the Droped flke
From the rtw LENQUSGE CErvice INSTANCe. nable Cuastom Dewt (LIS iRCamtn,
Fram the new LAngusge tersin intlence, Tram and pulblnh the Drosec!
Frgam Thee Creginal LENGUspe Fersiof nitarge, caport e calliting or cpedt D
Frorm the new LANGgUBQE Senaie indiance. fegenerile The ey )

From the orsginal Languepe servide mtance. ban and pulblinh the model

Correct Answer:

Agtions Anwwar Area
Fromm the e LANGUESgE SEMCT INSLANCE, import e properct fike Frgers thee Oregingl LArsge gt 808 srdlands, S0t ey @il Tng DT ol
From the rw LANGUSTE CEMVICE INEIANCR. FRable Cuttonm Dewt L IS anin Froen the new LANgUSQE Senice INTLance. regenerats the keys
From B 0w LANGUSDE Service INSTEnce, 1 403 Dutieh T profec] From the onginal Language 3erace estance. tran and pubish the model

)
)

Section:

Explanation:

QUESTION 54

DRAG DROP

You are building an app that will scan confidential documents and use the Language service to analyze the contents. You provision an Azure Cognitive Services resource.
You need to ensure that the app can make requests to the Language service endpoint. The solution must ensure that confidential documents remain on-premises. Which three actions should you perform in sequence? To
answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.

Select and Place:
Actions Answer Area

Pull an image from Docker Hub

Prowasion an on-premises Kubermetes cluster that has internet connectivity.
Provision an Azure Kubemetes Service (AKS) resource

Run the container and specfy an App ID and Client Secret

Provision an on-premises Kubermetes cluster that is solated from the intemet

Pull an image from the Microsoft Container Registry (MCR]

Run the container and specify an AP! ity and the Endpoint URL of the Cognitive Services
resource

Correct Answer:
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Actions Answer Area

Pull an image from Docker Hub Provision an on-premises Kubemetes cluster that is solated from the intemet

Prowasion an on-premises Kubemetes cluster that has internet! connectivity Pull an image from theé Microdoft Containér Registry (MCH

Run the container and specify an AP ey and the Endpoint URL of the Cognitive Services

Frovision an Azure Kubemetes Service (AKS) resource
resource
Run the container and specify an App 1D and Client Sacret

Section:

Explanation:

Provision an on-premises Kubernetes...

Pull an image from the Microsoft Container Registry...
Run the container and specify an APl key...

QUESTION 55
You are developing a monitoring system that will analyze engine sensor data, such as rotation speed, angle, temperature, and pressure. The system must generate an alert in response to atypical values. What should you
include in the solution?

Application Insights in Azure Monitor
metric alerts in Azure Monitor
Multivariate Anomaly Detection

oSN >

Univariate Anomaly Detection

Correct Answer: C
Section:

QUESTION 56

DRAG DROP

You develop an app in O named App1 that performs speech-to-speech translation.

You need to configure App1 to translate English to German.

How should you complete the speechTransiationConf ig object? To answer, drag the appropriate values to the correct targets. Each value may be used once, more than once, or not at all. You may need to drag the split bar
between panes or scroll to view content.

NOTE: Each correct selection is worth one point.

Select and Place:
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Values Answer Area

addTargetLanguage var translationConfig = SpeechTranslationConfig.FromSubscription{SPEECH_ SUBSCRIPTION_KEY, SPEECH SERVICE_REGION);
_ z _— rr = 'F - - - e i -
speechSynthesislanguage traasietionontag. oS3
translationConTig. ("de™):

speechRecognitionLanguage
voiceName

Correct Answer:

Values Answer Area

var translationConfig = SpeechTranslationConfig.FromSubscription{SPEECH_ SUBSCAIPTION KEY, SPEECH SERVICE REGION);

—  — speechRecognitionLanguage

¥ 3 - —
speechSynthesislLanguage translationConfig. en-Us";

translationConfig. addTargetLanguage ("de”);

volceName

Section:
Explanation:

QUESTION 57

DRAG DROP

You are building a transcription service for technical podcasts.

Testing reveals that the service fails to transcribe technical terms accurately.

You need to improve the accuracy of the service.

Which five actions should you perform in sequence? To answer, move the appropriate actions from the list of actions to the answer area and arrange them in the correct order.
NOTE: More than one order of answer choices is correct. You will receive credit for any of the correct orders you select.

Select and Place:
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Actions Answer Area

Create a Speaker Recognition model
Create a Conversational Language Understanding model.

Create a Custom Speech project.

Q0

Create a speech-to-text model.
Upload training datasets.
Train the model.

Deploy the model.

Correct Answer:
Actions Answer Area
Create a Speaker Recognition model Create a Custom Speech project.
Create a Conversational Language Understanding model. @ Create a speech-to-text model,
Upload training datasets.
Train the model
Deploy the model.
Section:
Explanation:

Create a Custom Speech project.
Create a speech-to-text model.
Upload training datasets.

Train the model.

Deploy the model.

QUESTION 58

You have a file share that contains 5,000 images of scanned invoices.

You need to analyze the images. The solution must extract the following data:
* Invoice items

* Sales amounts

* Customer details

What should you use?

A. Custom Vision
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B. Computer Vision
C. Immersive Reader

D. Form Recognizer

Correct Answer: C
Section:

QUESTION 59

You have an Azure Cognitive Search solution and a collection of blog posts that include a category field. You need to index the posts. The solution must meet the following requirements:
* Include the category field in the search results.

* Ensure that users can search for words in the category field.

* Ensure that users can perform drill down filtering based on category.

Which index attributes should you configure for the category field?

searchable, facetable, and retrievable
retrievable, filterable, and sortable
retrievable, facetable, and key

o0 ® >

searchable, sortable, and retrievable

Correct Answer: B
Section:

QUESTION 60

Note: This question is part of a series of questions that present the same scenario. Each question in the series contains a unique solution that might meet the stated goals. Some question sets might have more than one
correct solution, while others might not have a correct solution.

After you answer a question in this section, you will NOT be able to return to it as a result, these questions will not appear in the review screen.
You are building a chatbot that will use question answering in Azure Cognitive Service for Language.

You upload Docl.pdf and train that contains a product catalogue and a price list.

During testing, users report that the chatbot responds correctly to the following question: What is the price of ?

The chatbot fails to respond to the following question: How much does cost?

You need to ensure that the chatbot responds correctly to both questions.

Solution: from Language Studio, you create an entity for price, and then retrain and republish the model.

Does this meet the goal?

A. Yes
B. No

Correct Answer: B
Section:

QUESTION 61
You are developing a system that will monitor temperature data from a data stream. The system must generate an alert in response to atypical values. The solution must minimize development effort.
What should you include in the solution?

Univariate Anomaly Detection
Azure Stream Analytics
metric alerts in Azure Monitor

o n >

Multivariate Anomaly Detection
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Correct Answer: D
Section:
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